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Abstract:

The study focused on the effects of technological progress and productivity on economic growth in United Arab Emirates 
(UAE) between 1970 and 2010.  Empirical statistical tests were conducted after running regressions and deriving relevant 
econometric models.  The study came up with four findings.  Firstly, growth in technological progress resulted in economic 
growth, employment generation and capital accumulation. 

Second, increase in capital productivity gave rise to reduction in economic growth because more productive capital  could 
have  resulted in more idle capacity; thus causing depletion of output through reduction in capital employed in production. 
Third, increase in labor productivity gave rise to reduction in economic growth because more labor  productivity  might have 
caused workers to enjoy more leisure instead of working more; thus causing depletion of output through reduction in labor 
used in production.

Lastly, technical progress in UAE was labor deepening, stimulated exports, but had a negative influence on imports.  
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Objectives of the Study
The study aimed at estimating the following:
(a) The effects of technological progress, growth in capital 

stock and growth in labor stock on economic growth in 
United Arab Emirates (UAE).

(b) The effects of growth in labor productivity and capital 
productivity on economic growth in the UAE.

(c) The effects of technical progress, labor productivity and 
capital productivity on input growth in the UAE.

(d) Whether technical progress in the UAE was capital or 
labor deepening.

(e)	 Determining	the	influence	of	technological	progress	and	
labor productivity on aggregate exports and import levels 
of UAE.

Literature Review
Schiller (2006) contends that for economic growth in the US to 
continue, average productivity per worker must be increased 
further.  Moreover, Schiller (2006) argues that between 
1978 and 1984 growth in productivity slowed dramatically 
and prevented GDP growth. To Schiller (2006) growth in 
productivity gives rise to economic growth (Schiller, 2006: 
pp. 359-340).

The argument Schiller (2006) is advancing is contrary to the 
ideas that this study is putting forward that growth in labor 
productivity causes (a) decline in economic growth, (ii) 
reduction in capital accumulation and (iii) unemployment, 
the reason being that growth in productivity prompts labor 
to trade off leisure for work and that when productivity of a 
worker grows he would accomplish his regular (daily) tasks 
within a shorter period of time and spends the rest of the time 
he has spared to do his own work or enjoy leisure.  Otherwise, 
increase in productivity would result in faster depletion of 
output in terms of raw materials which ought to be paid for if 
production is to continue.

Like Schiller (2006), Gomez-Salvador et al. (2006) contends 

that “productivity gains are a key factor driving long-run 
growth”.  This study refutes the claim by Gomez-Salvador 
et al. (2006), but supports their argument that slowdown in 
labor productivity growth appear to be strongly related to 
employment growth particularly in US and EURO area.  

Gomez-Salvador et al. (2006) adds that productivity growth 
is a primary source of growth in real output per capita.  In fact, 
in their empirical analyses they found that from 1950 to 2005 
US and EURO area there was an inverse labor productivity 
and economic growth (Gomez-Salvador, 2006: pp. 1-133).  
Hence, there is need to empirically test whether growth in 
productivity causes capital accumulation, employment and 
economic growth.  

Theoretical Framework
The theoretical models 1 and 2 below were developed from 
the Cobb-Douglas production function given by  

Where  Y is output (GDP), A is level of technology, K is 

capital stock, L	 is	 labor	 stock,	 	 	 is	 coefficient	 on	 level	 of	
technology, and   and   are parameters of returns to scale.  
Manipulating the Cobb-Douglas production function given 
above provides the Equations 1 and 2 given below.

The production function given was rewritten as given below

      

implying growth in level of technology, capital accumulation 
and employment result in economic growth.

Technical Progress Creates Employment but Labor 
Productivity Growth Lead to Unemployment
The mathematical Equation 2 below implies that productivity 

1 

 
EFFECTS OF TECHNOLOGICAL PROGRESS AND 
PRODUCTIVITY ON ECONOMIC GROWTH IN UNITED 
ARAB EMIRATES 
 
ABSTRACT 
The study focused on the effects of technological progress 
and productivity on economic growth in United Arab 
Emirates (UAE) between 1970 and 2010.  Empirical 
statistical tests were conducted after running regressions 
and deriving relevant econometric models.  The study came 
up with four findings.  Firstly, growth in technological 
progress resulted in economic growth, employment 
generation and capital accumulation.  

Second, increase in capital productivity gave rise to 
reduction in economic growth because more productive 
capital  could have  resulted in more idle capacity; thus 
causing depletion of output through reduction in capital 
employed in production.  

Third, increase in labor productivity gave rise to reduction 
in economic growth because more labor  productivity  
might have caused workers to enjoy more leisure instead of 
working more; thus causing depletion of output through 
reduction in labor used in production. 

Lastly, technical progress in UAE was labor deepening, 
stimulated exports, but had a negative influence on 
imports.   

OBJECTIVES OF THE STUDYT 
The study aimed at estimating the following: 

(a) The effects of technological progress, growth in 
capital stock and growth in labor stock on 
economic growth in United Arab Emirates (UAE). 

(b) The effects of growth in labor productivity and 
capital productivity on economic growth in the 
UAE. 

(c) The effects of technical progress, labor 
productivity and capital productivity on input 
growth in the UAE. 

(d) Whether technical progress in the UAE was 
capital or labor deepening. 

(e) Determining the influence of technological 
progress and labor productivity on aggregate 
exports and import levels of UAE. 

LITERATURE REVIEW 
Schiller (2006) contends that for economic growth in the 
US to continue, average productivity per worker must be 
increased further.  Moreover, Schiller (2006) argues that 
between 1978 and 1984 growth in productivity slowed 
dramatically and prevented GDP growth. To Schiller 
(2006) growth in productivity gives rise to economic 
growth (Schiller, 2006: pp. 359-340). 

The argument Schiller (2006) is advancing is contrary to 
the ideas that this study is putting forward that growth in 
labor productivity causes (a) decline in economic growth, 
(ii) reduction in capital accumulation and (iii) 
unemployment, the reason being that growth in 
productivity prompts labor to trade off leisure for work and 
that when productivity of a worker grows he would 

accomplish his regular (daily) tasks within a shorter period 
of time and spends the rest of the time he has spared to do 
his own work or enjoy leisure.  Otherwise, increase in 
productivity would result in faster depletion of output in 
terms of raw materials which ought to be paid for if 
production is to continue. 

Like Schiller (2006), Gomez-Salvador et al. (2006) 
contends that “productivity gains are a key factor driving 
long-run growth”.  This study refutes the claim by Gomez-
Salvador et al. (2006), but supports their argument that 
slowdown in labor productivity growth appear to be 
strongly related to employment growth particularly in US 
and EURO area.   

Gomez-Salvador et al. (2006) adds that productivity 
growth is a primary source of growth in real output per 
capita.  In fact, in their empirical analyses they found that 
from 1950 to 2005 US and EURO area there was an 
inverse labor productivity and economic growth (Gomez-
Salvador, 2006: pp. 1-133).  Hence, there is need to 
empirically test whether growth in productivity causes 
capital accumulation, employment and economic growth.   

THEORETICAL FRAMEWORK 
The theoretical models 1 and 2 below were developed from 
the Cobb-Douglas production function given by 
   LKAY   

Where Y is output (GDP), A is level of technology, K is 
capital stock, L is labor stock,  is coefficient on level of 
technology, and  and  are parameters of returns to 
scale.  Manipulating the Cobb-Douglas production function 
given above provides the Equations 1 and 2 given below. 

The production function given was rewritten as given 
below 





 




L
dL

K
dK

A
dA

Y
dY 

1
1

……….. (1) 

implying growth in level of technology, capital 
accumulation and employment result in economic growth. 

Technical Progress Creates Employment but Labor 
Productivity Growth Lead to Unemployment 
The mathematical Equation 2 below implies that 
productivity growth LpdLp / causes growth in 
unemployment (i.e. reduction in employment), whereas 
both technical progress AdA / and capital accumulation 

KdK / result in labor employment growth LdL / .  














K
dK

L
dL

A
dA

L
dL

P

P 
1

1
…………….. (2) 

We take the economy to be operating under decreasing 
returns to scale i.e. 10   because the economy is 
operating within the feasible region of production.   

The parameters  ,, are all positive.  Similarly, the 
variables KLpAL ,,, are all positive, but their growth 
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We take the economy to be operating under decreasing 
returns to scale i.e. 10   because the economy is 
operating within the feasible region of production.   

The parameters  ,, are all positive.  Similarly, the 
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growth                 causes growth in unemployment (i.e. 
reduction in employment), whereas both technical                                      
progress                        and capital accumulation                      result 
in labor employment growth             .

We take the economy to be operating under decreasing 
returns to scale i.e.                        because the economy is 
operating within the feasible region of production.  

The parameters             are all positive.  Similarly, the 
variables                            are all positive, but their growth 
rates may be either positive or negative.  Increase in capital 
productivity may result in unemployment because a rise in 
productivity may cause laborers to substitute leisure for work.

Technology refers to knowledge required to produce the goods 
and services and as a result increase in technical progress 
cause labor to be more skillful and innovative and able to 
perform many tasks well within a given period.  Capital stock 
refers to goods used to produce other goods implying that 
increase in capital stock provides labor with more tools to 
work with to produce more goods and services.

Technical Progress Creates Economic Growth Whereas 
Productivity Growth Results in Decline in Capital 
Accumulation
As depicted by Equation 3, increase in technical progress 
(i.e. applied knowledge to produces capital goods) results 
in more capital accumulation.  Whereas, growth in capital 
productivity  brings about reduction in capital accumulation 
because it may lead to faster depletion of the existing capital 
in order to acquire more raw materials required to produce 
more capital.  

Raising the level of labor to produce more capital goods 
brings about faster accumulation of capital.  It is labor that 
produces capital.  Therefore, the more labor is engaged in 
the production of capital goods the faster is the capital 
accumulation.

where                          a phenomenon of constant returns to 
scale.

Technical Progress Creates Employment, Whereas Both 
Capital and Productivity Growth Result in Unemployment
To	 capture	 both	 the	 influence	 of	 both	 capital	 and	 capital	
productivity on unemployment we take labor supply to be a 
function of technical progress, labor productivity and capital 
productivity as given by 

Manipulation of the above function provides a linear equation 
given by
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statistical tests were conducted after running regressions 
and deriving relevant econometric models.  The study came 
up with four findings.  Firstly, growth in technological 
progress resulted in economic growth, employment 
generation and capital accumulation.  

Second, increase in capital productivity gave rise to 
reduction in economic growth because more productive 
capital  could have  resulted in more idle capacity; thus 
causing depletion of output through reduction in capital 
employed in production.  

Third, increase in labor productivity gave rise to reduction 
in economic growth because more labor  productivity  
might have caused workers to enjoy more leisure instead of 
working more; thus causing depletion of output through 
reduction in labor used in production. 

Lastly, technical progress in UAE was labor deepening, 
stimulated exports, but had a negative influence on 
imports.   

OBJECTIVES OF THE STUDYT 
The study aimed at estimating the following: 

(a) The effects of technological progress, growth in 
capital stock and growth in labor stock on 
economic growth in United Arab Emirates (UAE). 

(b) The effects of growth in labor productivity and 
capital productivity on economic growth in the 
UAE. 

(c) The effects of technical progress, labor 
productivity and capital productivity on input 
growth in the UAE. 

(d) Whether technical progress in the UAE was 
capital or labor deepening. 

(e) Determining the influence of technological 
progress and labor productivity on aggregate 
exports and import levels of UAE. 

LITERATURE REVIEW 
Schiller (2006) contends that for economic growth in the 
US to continue, average productivity per worker must be 
increased further.  Moreover, Schiller (2006) argues that 
between 1978 and 1984 growth in productivity slowed 
dramatically and prevented GDP growth. To Schiller 
(2006) growth in productivity gives rise to economic 
growth (Schiller, 2006: pp. 359-340). 

The argument Schiller (2006) is advancing is contrary to 
the ideas that this study is putting forward that growth in 
labor productivity causes (a) decline in economic growth, 
(ii) reduction in capital accumulation and (iii) 
unemployment, the reason being that growth in 
productivity prompts labor to trade off leisure for work and 
that when productivity of a worker grows he would 

accomplish his regular (daily) tasks within a shorter period 
of time and spends the rest of the time he has spared to do 
his own work or enjoy leisure.  Otherwise, increase in 
productivity would result in faster depletion of output in 
terms of raw materials which ought to be paid for if 
production is to continue. 

Like Schiller (2006), Gomez-Salvador et al. (2006) 
contends that “productivity gains are a key factor driving 
long-run growth”.  This study refutes the claim by Gomez-
Salvador et al. (2006), but supports their argument that 
slowdown in labor productivity growth appear to be 
strongly related to employment growth particularly in US 
and EURO area.   

Gomez-Salvador et al. (2006) adds that productivity 
growth is a primary source of growth in real output per 
capita.  In fact, in their empirical analyses they found that 
from 1950 to 2005 US and EURO area there was an 
inverse labor productivity and economic growth (Gomez-
Salvador, 2006: pp. 1-133).  Hence, there is need to 
empirically test whether growth in productivity causes 
capital accumulation, employment and economic growth.   

THEORETICAL FRAMEWORK 
The theoretical models 1 and 2 below were developed from 
the Cobb-Douglas production function given by 
   LKAY   

Where Y is output (GDP), A is level of technology, K is 
capital stock, L is labor stock,  is coefficient on level of 
technology, and  and  are parameters of returns to 
scale.  Manipulating the Cobb-Douglas production function 
given above provides the Equations 1 and 2 given below. 

The production function given was rewritten as given 
below 
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implying growth in level of technology, capital 
accumulation and employment result in economic growth. 
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Productivity Growth Lead to Unemployment 
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We take the economy to be operating under decreasing 
returns to scale i.e. 10   because the economy is 
operating within the feasible region of production.   

The parameters  ,, are all positive.  Similarly, the 
variables KLpAL ,,, are all positive, but their growth 
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rates may be either positive or negative.  Increase in capital 
productivity may result in unemployment because a rise in 
productivity may cause laborers to substitute leisure for 
work. 

Technology refers to knowledge required to produce the 
goods and services and as a result increase in technical 
progress cause labor to be more skillful and innovative and 
able to perform many tasks well within a given period.  
Capital stock refers to goods used to produce other goods 
implying that increase in capital stock provides labor with 
more tools to work with to produce more goods and 
services. 

Technical Progress Creates Economic Growth Whereas 
Productivity Growth Results in Decline in Capital 
Accumulation 
As depicted by Equation 3, increase in technical progress 
(i.e. applied knowledge to produces capital goods) results 
in more capital accumulation.  Whereas, growth in capital 
productivity KpdKp / brings about reduction in capital 
accumulation because it may lead to faster depletion of the 
existing capital in order to acquire more raw materials 
required to produce more capital.   

Raising the level of labor to produce more capital goods 
brings about faster accumulation of capital.  It is labor that 
produces capital.  Therefore, the more labor is engaged in 
the production of capital goods the faster is the capital 
accumulation. 
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where 1,0   a phenomenon of constant returns to 
scale. 

Technical Progress Creates Employment, Whereas 
Both Capital and Productivity Growth Result in 
Unemployment 
To capture both the influence of both capital and capital 
productivity on unemployment we take labor supply to be a 
function of technical progress, labor productivity and 
capital productivity as given by   
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Manipulation of the above function provides a linear 
equation given by 
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Where the coefficients represent the respective elasticity of  
labor supply. 
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Accumulation Whereas Both Capital and Productivity 
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where the respective coefficients represent a given 
elasticity of capital stock. 

Technical Progress Causes Economic Growth, 
Whereas Capital and Labor Productivity Growth Result 
in Reduction in Economic Growth 
Expansion in applied knowledge to produce goods and 
services (i.e. technical progress) give rise to economic 
growth, whereas increase in productivity results in faster 
depletion of output and trade off of leisure for work 
resulting in reduction in economic growth YdY / . 
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Expressing Theory of Labor Productivity 
If some given mount of labor can take a amount of hours to 
produce Q units of output in a day then their labor 
productivity equals aQ / units of output per hour. 
Similarly, if the same amount of labor is employed for b 
hours to produce Q units of output per day then its daily 
output equals bQ / .  If ab  then the labor becomes more 
productive when its productivity is bQ / than when its 
productivity is aQ / .   

Implying that laborers will save ba  hours for their 

leisure when labor productivity has increased by 
a
Q

b
Q
 .  

Thus labor productivity )(
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b
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function of leisure Z and is given by 
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The labor growth and labor productivity growth 
relationship derived from the theory of excess capacity (i.e. 
leisure) is in agreement with the same relationship that can 
be derived from the definition of labor stock in terms of 
output and labor productivity.   
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Where	 the	coefficients	 represent	 the	 respective	elasticity	of		
labor supply.

Technological Progress Promotes Capital Accumulation 
Whereas Both Capital and Productivity Growth Result in 
Reduction in Capital Accumulation
To	 capture	 both	 the	 influence	 of	 both	 capital	 and	 capital	
productivity on capital accumulation we take capital stock 
to be a function of technical progress, labor productivity and 
capital productivity as given by 
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of capital stock.

Technical Progress Causes Economic Growth, Whereas 
Capital and Labor Productivity Growth Result in 
Reduction in Economic Growth
Expansion in applied knowledge to produce goods and 
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productivity may result in unemployment because a rise in 
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Technology refers to knowledge required to produce the 
goods and services and as a result increase in technical 
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able to perform many tasks well within a given period.  
Capital stock refers to goods used to produce other goods 
implying that increase in capital stock provides labor with 
more tools to work with to produce more goods and 
services. 
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Productivity Growth Results in Decline in Capital 
Accumulation 
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(i.e. applied knowledge to produces capital goods) results 
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productivity KpdKp / brings about reduction in capital 
accumulation because it may lead to faster depletion of the 
existing capital in order to acquire more raw materials 
required to produce more capital.   
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goods and services and as a result increase in technical 
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Technical Progress Causes Economic Growth, 
Whereas Capital and Labor Productivity Growth Result 
in Reduction in Economic Growth 
Expansion in applied knowledge to produce goods and 
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or growth in capital stock is growth in output less growth in 
capital productivity i.e.

Substituting capital productivity growth for capital growth 
in the Cobb-Douglas production function enables us to 
determine	the	potential	influence	of	capital	productivity	on	
economic growth.

Methodology
Econometric Models
Econometric models were developed in accordance with the 
five	theoretical	models	given	above.

Growth in technology level, capital accumulation and 
employment result in economic growth.

Labor productivity growth leads to unemployment, whereas 
both growth in technological progress and capital stock cause 
increase in labor supply as portrayed by Model (8).

Where                                                          and       is the 
disturbance term.  

Capital productivity growth results in decline in capital 
accumulation, whereas both growth in labor stock and 
technical progress result in capital accumulation as given by 
model (9).

Where                                                   and      is the disturbance 
term.  

Both capital and productivity growth result in unemployment, 
whereas technical progress leads to increase in employment.  
See model (10).

Where                                                   and       is the disturbance 
term.  

Both capital and productivity growth result in reduction in 
capital accumulation, whereas technical progress leads to 
increase in capital accumulation.  See model (11).

Where                                                  and       is the disturbance 
term. 

The labor growth and labor productivity growth relationship 
derived from the theory of excess capacity (i.e. leisure) is 
in agreement with the same relationship that can be derived 
from	the	definition	of	labor	stock	in	terms	of	output	and	labor	
productivity.  

Here	we	define	labor	as	output	per	unit	of	labor	productivity	

i.e.                 or growth in labor stock is 

growth in output less growth in labor productivity i.e.

Substituting labor productivity growth for labor growth in the 
Cobb-Douglas production function enables us to determine 
the	 potential	 influence	 of	 labor	 productivity	 on	 economic	
growth.

Expressing Theory of Capital Productivity
Suppose	that	a	firm	operating	at	full	capacity	can	produce		
units of output in a day by employing          units of capital, 
then	daily	capital	productivity	of	the	firm	equals															units	
of output per unit of capital.  If the capital productivity 
increased to           units of output per unit of capital per day, 
then the same amount of output could be produced by          in 
a day.  Such a production process generates excess capacity 
(i.e. idle capital stock) amounting to              units daily and 
capital productivity goes up by

As a result the idle capacity                           becomes a function 
of capital productivity as given by .                         Total 
capital stock (i.e. full capacity assumed to be constant) equals 
idle capital stock          plus active capital stock         and is 
expressed by

By differentiating the active capital stock function with 
respect to time we get:

Hence, increase in capital productivity results in depletion of 
the active capital stock.  The capital growth and productivity 
growth relationship derived from the theory of excess 
capacity is in agreement with the same relationship that can 
be	 derived	 from	 the	 definition	 of	 capital	 stock	 in	 terms	 of	
output	 and	 capital	 productivity.	 	Here	we	 define	 capital	 as	
output per unit of capital productivity i.e.   
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that can be derived from the definition of capital stock in 
terms of output and capital productivity.  Here we define 
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Total capital stock (i.e. full capacity assumed to be 
constant) equals idle capital stock 1K  plus active capital 
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By differentiating the active capital stock function with 
respect to time we get: 
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Hence, increase in capital productivity results in depletion 
of the active capital stock.  The capital growth and 
productivity growth relationship derived from the theory of 
excess capacity is in agreement with the same relationship 
that can be derived from the definition of capital stock in 
terms of output and capital productivity.  Here we define 
capital as output per unit of capital productivity i.e. 

Kp
QK   or growth in capital stock is growth in output 

less growth in capital productivity i.e.
Kp

dKp
Q
dQ

K
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 .  

Substituting capital productivity growth for capital growth 
in the Cobb-Douglas production function enables us to 
determine the potential influence of capital productivity on 
economic growth.  

METHODOLOGY 

Econometric Models 
Econometric models were developed in accordance with 
the five theoretical models given above. 

Growth in technology level, capital accumulation and 
employment result in economic growth. 
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Labor productivity growth leads to unemployment, 
whereas both growth in technological progress and capital 
stock cause increase in labor supply as portrayed by Model 
(8). 
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Where 01  , 02  , 03   and  is the 
disturbance term.   

Capital productivity growth results in decline in capital 
accumulation, whereas both growth in labor stock and 
technical progress result in capital accumulation as given 
by model (9). 
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Where 01  , 02  , 03   and  is the disturbance 
term.   

Both capital and productivity growth result in 
unemployment, whereas technical progress leads to 
increase in employment.  See model (10). 
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capital accumulation, whereas technical progress leads to 
increase in capital accumulation.  See model (11). 
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Where 01  , 02  , 03   and  is the disturbance 
term.  

Both capital and labor productivity growth, result in 
reduction in economic growth, whereas technical progress 
leads to increase in economic growth.  See model (12) 
given below. 
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where 01  , 02  , 03   and  is the disturbance 
term. 

Taking Logarithm or Differencing as a Solution to 
Heteroscedasticity 
The problem of heteroscedaticity is that variance of the 
random variable tu is not constant.  Symbolically this 
problem of heteroscedasticity can be expressed as: 
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Taking logarithm is one obvious solution to solving the 
problem of heteroscedasticity. Differencing is also one of 
the ways of solving the heteroscedasticity problem. 
Proof: Let the variance of tu be written as 
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Where a and b are constants. 
Subtracting Equation (15) from Equation (14) is equivalent 
to differencing Equation 13 as given below. 
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We take the growth rate of the variable in the question to 
be constant in the long run (i.e. along it long run path). 
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ure of the proportion of variations in the independent variable 
explained by the regression line, showed that the independ-
ent variables together could explain over 93 percent of the 
variations	in	the	dependent	variable.		In	all	the	five	regression	
results with 37 degrees of freedom the computed Durbin-
Watson   statistic                 was    greater    than    the    table                                                                                            
																																					at	5	percent	level	of	significance,	
confirming	that	there	was	no	serial	correlation	(i.e.	autocor-
relation) problem.

Koenker–Bassett (KB) test for Heteroscedasticity was used 
to test whether the models used in making conclusions were 
homoscedastic (i.e. having constant variance). The KB test 
for heteroscedasticity is based on squared residuals i.e.  

In the KB test the squared residuals are regressed on the 
squared estimated values of the regressand. In the KB test the 
original	model	is	usually	specified	as

After estimating the model  is got and the estimate becomes

Where    , are estimated values of    in form of the original 
model. The null hypothesis is that 

When the null hypothesis is accepted we conclude that there 
is no heteroscedasticity.  Otherwise, when the null hypothesis 
is rejected we conclude that there is presence of heterosceda-
ticity in a model. The null hypothesis is tested by employing 
the usual       test or      test.  If the model is double log then 
the residuals are regressed on  

One advantage of the KB test is that it is applicable even if 
the error term in the original model is not normally distrib-
uted (Gujarati 2003, p. 415). Finally the advantage of dif-
ferencing, taking logarithms or using growth rates caused all 
the models used in making the empirical analyses to become 
homoscedastic.

Empirical Findings And Discussions
Due to serial correlation the returns to scale on capital was 
estimated by regressing   on  as provided by results in Table 
1 where  was disposable income and  was aggregate level of 
exports.  

were got by regressing d(Y/E) on  and  as provided in Table 2.  

(Mood at el.1986: pp. 229-230; Kmenta 1971: pp. 137-139) 
Hence, differencing a time series before running a egression 
causes the unstable variance of the error term to become con-
stant.  Thus, since differencing and taking logarithms are em-
ployed in the analyses, the heteroscedasticty was not found to 
be a problem in the analyses of the study. 

Tests of Hypotheses
Using data from UAE from 1970 to 2010 consisting of 40 
to 41 observations after adjusting endpoints we obtained the 
regression models given below.  In all the regression results          
the                                                                                                          The  
                   is the probability of obtaining a value of    test 
statistic as much as or grater than the computed    value.  In 
other	words	the																								is	the	lowest	significance	at	
which the null hypothesis can be rejected.  Therefore with 
a                               the null hypothesis can be rejected 
with	absolute	confidence.

Also	for	36	degrees	of	freedom	at		0.001	level	of	significance	
the     value were all greater in absolute terms than all the 
computed      values obtained.  Hence, under the null hypoth-
esis	that	a	given	coefficient	value	was	zero	we,	rejected	the	
null hypothesis.

All the computed      values were greater than the critical        
value and they followed      distribution with 3 and 36 degrees 
of freedom in the numerator and denominator respectively.  
(Note that there are 37 observations and three explanatory 
variables).  From the table we found that in all regressions 
cases	the								value	was	significant	at	1	percent	level	of	sig-
nificance.

Therefore, form all the regressions results we rejected the null 
hypotheses that in each case the three independent variables 
jointly had no effect on the dependent variable.  Also, in each 
of	the	five	regression	results,	the																										of	obtaining	
the respective       value as much as or greater than the one 
from a given result was almost zero i.e.                         leading 
to the rejection of the hypothesis that together the three vari-
ables had no effect on the independent variable. 

In	each	of	the	fifteen	results	given	below,	the	coefficient	of	
multiple determination,       and adjusted      (i.e.      ) a meas-
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(Mood at el.1986: pp. 229-230; Kmenta 1971: pp. 137-139)  

Hence, differencing a time series before running a 
egression causes the unstable variance of the error term to 
become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
heteroscedasticty was not found to be a problem in the 
analyses of the study.  

Tests of Hypotheses 
Using data from UAE from 1970 to 2010 consisting of 40 
to 41 observations after adjusting endpoints we obtained 
the regression models given below.  In all the regression 
results the ,000000.0 StatisticF

.0000.0 valuep  The valuep   is the probability 
of obtaining a value of t   test statistic as much as or grater 
than the computed t value.  In other words the valuep   
is the lowest significance at which the null hypothesis can 
be rejected.  Therefore with a 0000.0 valuep the 
null hypothesis can be rejected with absolute confidence. 

Also for 36 degrees of freedom at 001.0 level of 
significance the t value were all greater in absolute terms 
than all the computed t values obtained.  Hence, under the 
null hypothesis that a given coefficient value was zero we, 
rejected the null hypothesis. 

All the computed F values were greater than the critical
F value and they followed F distribution with 3 and 36 
degrees of freedom in the numerator and denominator 
respectively.  (Note that there are 37 observations and three 
explanatory variables).  From the table we found that in all 

regressions cases the F value was significant at 1 percent 
level of significance. 

Therefore, form all the regressions results we rejected the 
null hypotheses that in each case the three independent 
variables jointly had no effect on the dependent variable.  
Also, in each of the five regression results, the

statisticp  of obtaining the respective F value as 
much as or greater than the one from a given result was 
almost zero i.e. 000000.0  leading to the rejection of the 
hypothesis that together the three variables had no effect on 
the independent variable.  

In each of the fifteen results given below, the coefficient of 
multiple determination, 2R and adjusted 2R (i.e. 2R ) a 
measure of the proportion of variations in the independent 
variable explained by the regression line, showed that the 
independent variables together could explain over 93 
percent of the variations in the dependent variable.  In all 
the five regression results with 37 degrees of freedom the 
computed Durbin-Watson statistic ..WD was greater than 
the table 60.1..  UdWD at 5 percent level of 
significance, confirming that there was no serial correlation 
(i.e. autocorrelation) problem. 

Koenker–Bassett (KB) test for Heteroscedasticity was used 
to test whether the models used in making conclusions 
were homoscedastic (i.e. having constant variance). The 
KB test for heteroscedasticity is based on squared residuals 
i.e. .ˆ2

tu   

In the KB test the squared residuals are regressed on the 
squared estimated values of the regressand. In the KB test 
the original model is usually specified as 

.ˆ......33221 tktkttt uXXXY    

After estimating the model tû is got and the estimate 

becomes .)ˆ(ˆ 2
10

2
tt vYu    

Where tŶ are estimated values of tY in form of the original 

model. The null hypothesis is that .02   
When the null hypothesis is accepted we conclude that 
there is no heteroscedasticity.  Otherwise, when the null 
hypothesis is rejected we conclude that there is presence of 
heteroscedaticity in a model. The null hypothesis is tested 
by employing the usual t  test or F test.  If the model is 

double log then the residuals are regressed on .)ˆ(log 2Y   
One advantage of the KB test is that it is applicable even if 
the error term in the original model is not normally 
distributed (Gujarati 2003, p. 415). Finally the advantage of 
differencing, taking logarithms or using growth rates 
caused all the models used in making the empirical 
analyses to become homoscedastic. 
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Hence, differencing a time series before running a 
egression causes the unstable variance of the error term to 
become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
heteroscedasticty was not found to be a problem in the 
analyses of the study.  

Tests of Hypotheses 
Using data from UAE from 1970 to 2010 consisting of 40 
to 41 observations after adjusting endpoints we obtained 
the regression models given below.  In all the regression 
results the ,000000.0 StatisticF

.0000.0 valuep  The valuep   is the probability 
of obtaining a value of t   test statistic as much as or grater 
than the computed t value.  In other words the valuep   
is the lowest significance at which the null hypothesis can 
be rejected.  Therefore with a 0000.0 valuep the 
null hypothesis can be rejected with absolute confidence. 

Also for 36 degrees of freedom at 001.0 level of 
significance the t value were all greater in absolute terms 
than all the computed t values obtained.  Hence, under the 
null hypothesis that a given coefficient value was zero we, 
rejected the null hypothesis. 

All the computed F values were greater than the critical
F value and they followed F distribution with 3 and 36 
degrees of freedom in the numerator and denominator 
respectively.  (Note that there are 37 observations and three 
explanatory variables).  From the table we found that in all 

regressions cases the F value was significant at 1 percent 
level of significance. 

Therefore, form all the regressions results we rejected the 
null hypotheses that in each case the three independent 
variables jointly had no effect on the dependent variable.  
Also, in each of the five regression results, the

statisticp  of obtaining the respective F value as 
much as or greater than the one from a given result was 
almost zero i.e. 000000.0  leading to the rejection of the 
hypothesis that together the three variables had no effect on 
the independent variable.  

In each of the fifteen results given below, the coefficient of 
multiple determination, 2R and adjusted 2R (i.e. 2R ) a 
measure of the proportion of variations in the independent 
variable explained by the regression line, showed that the 
independent variables together could explain over 93 
percent of the variations in the dependent variable.  In all 
the five regression results with 37 degrees of freedom the 
computed Durbin-Watson statistic ..WD was greater than 
the table 60.1..  UdWD at 5 percent level of 
significance, confirming that there was no serial correlation 
(i.e. autocorrelation) problem. 

Koenker–Bassett (KB) test for Heteroscedasticity was used 
to test whether the models used in making conclusions 
were homoscedastic (i.e. having constant variance). The 
KB test for heteroscedasticity is based on squared residuals 
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When the null hypothesis is accepted we conclude that 
there is no heteroscedasticity.  Otherwise, when the null 
hypothesis is rejected we conclude that there is presence of 
heteroscedaticity in a model. The null hypothesis is tested 
by employing the usual t  test or F test.  If the model is 

double log then the residuals are regressed on .)ˆ(log 2Y   
One advantage of the KB test is that it is applicable even if 
the error term in the original model is not normally 
distributed (Gujarati 2003, p. 415). Finally the advantage of 
differencing, taking logarithms or using growth rates 
caused all the models used in making the empirical 
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Hence, differencing a time series before running a 
egression causes the unstable variance of the error term to 
become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
heteroscedasticty was not found to be a problem in the 
analyses of the study.  

Tests of Hypotheses 
Using data from UAE from 1970 to 2010 consisting of 40 
to 41 observations after adjusting endpoints we obtained 
the regression models given below.  In all the regression 
results the ,000000.0 StatisticF

.0000.0 valuep  The valuep   is the probability 
of obtaining a value of t   test statistic as much as or grater 
than the computed t value.  In other words the valuep   
is the lowest significance at which the null hypothesis can 
be rejected.  Therefore with a 0000.0 valuep the 
null hypothesis can be rejected with absolute confidence. 

Also for 36 degrees of freedom at 001.0 level of 
significance the t value were all greater in absolute terms 
than all the computed t values obtained.  Hence, under the 
null hypothesis that a given coefficient value was zero we, 
rejected the null hypothesis. 

All the computed F values were greater than the critical
F value and they followed F distribution with 3 and 36 
degrees of freedom in the numerator and denominator 
respectively.  (Note that there are 37 observations and three 
explanatory variables).  From the table we found that in all 

regressions cases the F value was significant at 1 percent 
level of significance. 

Therefore, form all the regressions results we rejected the 
null hypotheses that in each case the three independent 
variables jointly had no effect on the dependent variable.  
Also, in each of the five regression results, the

statisticp  of obtaining the respective F value as 
much as or greater than the one from a given result was 
almost zero i.e. 000000.0  leading to the rejection of the 
hypothesis that together the three variables had no effect on 
the independent variable.  

In each of the fifteen results given below, the coefficient of 
multiple determination, 2R and adjusted 2R (i.e. 2R ) a 
measure of the proportion of variations in the independent 
variable explained by the regression line, showed that the 
independent variables together could explain over 93 
percent of the variations in the dependent variable.  In all 
the five regression results with 37 degrees of freedom the 
computed Durbin-Watson statistic ..WD was greater than 
the table 60.1..  UdWD at 5 percent level of 
significance, confirming that there was no serial correlation 
(i.e. autocorrelation) problem. 

Koenker–Bassett (KB) test for Heteroscedasticity was used 
to test whether the models used in making conclusions 
were homoscedastic (i.e. having constant variance). The 
KB test for heteroscedasticity is based on squared residuals 
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One advantage of the KB test is that it is applicable even if 
the error term in the original model is not normally 
distributed (Gujarati 2003, p. 415). Finally the advantage of 
differencing, taking logarithms or using growth rates 
caused all the models used in making the empirical 
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become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
heteroscedasticty was not found to be a problem in the 
analyses of the study.  
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is the lowest significance at which the null hypothesis can 
be rejected.  Therefore with a 0000.0 valuep the 
null hypothesis can be rejected with absolute confidence. 

Also for 36 degrees of freedom at 001.0 level of 
significance the t value were all greater in absolute terms 
than all the computed t values obtained.  Hence, under the 
null hypothesis that a given coefficient value was zero we, 
rejected the null hypothesis. 

All the computed F values were greater than the critical
F value and they followed F distribution with 3 and 36 
degrees of freedom in the numerator and denominator 
respectively.  (Note that there are 37 observations and three 
explanatory variables).  From the table we found that in all 

regressions cases the F value was significant at 1 percent 
level of significance. 

Therefore, form all the regressions results we rejected the 
null hypotheses that in each case the three independent 
variables jointly had no effect on the dependent variable.  
Also, in each of the five regression results, the

statisticp  of obtaining the respective F value as 
much as or greater than the one from a given result was 
almost zero i.e. 000000.0  leading to the rejection of the 
hypothesis that together the three variables had no effect on 
the independent variable.  

In each of the fifteen results given below, the coefficient of 
multiple determination, 2R and adjusted 2R (i.e. 2R ) a 
measure of the proportion of variations in the independent 
variable explained by the regression line, showed that the 
independent variables together could explain over 93 
percent of the variations in the dependent variable.  In all 
the five regression results with 37 degrees of freedom the 
computed Durbin-Watson statistic ..WD was greater than 
the table 60.1..  UdWD at 5 percent level of 
significance, confirming that there was no serial correlation 
(i.e. autocorrelation) problem. 
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to test whether the models used in making conclusions 
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One advantage of the KB test is that it is applicable even if 
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Hence, differencing a time series before running a 
egression causes the unstable variance of the error term to 
become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
heteroscedasticty was not found to be a problem in the 
analyses of the study.  

Tests of Hypotheses 
Using data from UAE from 1970 to 2010 consisting of 40 
to 41 observations after adjusting endpoints we obtained 
the regression models given below.  In all the regression 
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than the computed t value.  In other words the valuep   
is the lowest significance at which the null hypothesis can 
be rejected.  Therefore with a 0000.0 valuep the 
null hypothesis can be rejected with absolute confidence. 

Also for 36 degrees of freedom at 001.0 level of 
significance the t value were all greater in absolute terms 
than all the computed t values obtained.  Hence, under the 
null hypothesis that a given coefficient value was zero we, 
rejected the null hypothesis. 

All the computed F values were greater than the critical
F value and they followed F distribution with 3 and 36 
degrees of freedom in the numerator and denominator 
respectively.  (Note that there are 37 observations and three 
explanatory variables).  From the table we found that in all 

regressions cases the F value was significant at 1 percent 
level of significance. 

Therefore, form all the regressions results we rejected the 
null hypotheses that in each case the three independent 
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Also, in each of the five regression results, the

statisticp  of obtaining the respective F value as 
much as or greater than the one from a given result was 
almost zero i.e. 000000.0  leading to the rejection of the 
hypothesis that together the three variables had no effect on 
the independent variable.  

In each of the fifteen results given below, the coefficient of 
multiple determination, 2R and adjusted 2R (i.e. 2R ) a 
measure of the proportion of variations in the independent 
variable explained by the regression line, showed that the 
independent variables together could explain over 93 
percent of the variations in the dependent variable.  In all 
the five regression results with 37 degrees of freedom the 
computed Durbin-Watson statistic ..WD was greater than 
the table 60.1..  UdWD at 5 percent level of 
significance, confirming that there was no serial correlation 
(i.e. autocorrelation) problem. 
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One advantage of the KB test is that it is applicable even if 
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Hence, differencing a time series before running a 
egression causes the unstable variance of the error term to 
become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
heteroscedasticty was not found to be a problem in the 
analyses of the study.  
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Hence, differencing a time series before running a 
egression causes the unstable variance of the error term to 
become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
heteroscedasticty was not found to be a problem in the 
analyses of the study.  

Tests of Hypotheses 
Using data from UAE from 1970 to 2010 consisting of 40 
to 41 observations after adjusting endpoints we obtained 
the regression models given below.  In all the regression 
results the ,000000.0 StatisticF

.0000.0 valuep  The valuep   is the probability 
of obtaining a value of t   test statistic as much as or grater 
than the computed t value.  In other words the valuep   
is the lowest significance at which the null hypothesis can 
be rejected.  Therefore with a 0000.0 valuep the 
null hypothesis can be rejected with absolute confidence. 

Also for 36 degrees of freedom at 001.0 level of 
significance the t value were all greater in absolute terms 
than all the computed t values obtained.  Hence, under the 
null hypothesis that a given coefficient value was zero we, 
rejected the null hypothesis. 

All the computed F values were greater than the critical
F value and they followed F distribution with 3 and 36 
degrees of freedom in the numerator and denominator 
respectively.  (Note that there are 37 observations and three 
explanatory variables).  From the table we found that in all 

regressions cases the F value was significant at 1 percent 
level of significance. 

Therefore, form all the regressions results we rejected the 
null hypotheses that in each case the three independent 
variables jointly had no effect on the dependent variable.  
Also, in each of the five regression results, the

statisticp  of obtaining the respective F value as 
much as or greater than the one from a given result was 
almost zero i.e. 000000.0  leading to the rejection of the 
hypothesis that together the three variables had no effect on 
the independent variable.  

In each of the fifteen results given below, the coefficient of 
multiple determination, 2R and adjusted 2R (i.e. 2R ) a 
measure of the proportion of variations in the independent 
variable explained by the regression line, showed that the 
independent variables together could explain over 93 
percent of the variations in the dependent variable.  In all 
the five regression results with 37 degrees of freedom the 
computed Durbin-Watson statistic ..WD was greater than 
the table 60.1..  UdWD at 5 percent level of 
significance, confirming that there was no serial correlation 
(i.e. autocorrelation) problem. 

Koenker–Bassett (KB) test for Heteroscedasticity was used 
to test whether the models used in making conclusions 
were homoscedastic (i.e. having constant variance). The 
KB test for heteroscedasticity is based on squared residuals 
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double log then the residuals are regressed on .)ˆ(log 2Y   
One advantage of the KB test is that it is applicable even if 
the error term in the original model is not normally 
distributed (Gujarati 2003, p. 415). Finally the advantage of 
differencing, taking logarithms or using growth rates 
caused all the models used in making the empirical 
analyses to become homoscedastic. 
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null hypothesis that a given coefficient value was zero we, 
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Hence, differencing a time series before running a 
egression causes the unstable variance of the error term to 
become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
heteroscedasticty was not found to be a problem in the 
analyses of the study.  

Tests of Hypotheses 
Using data from UAE from 1970 to 2010 consisting of 40 
to 41 observations after adjusting endpoints we obtained 
the regression models given below.  In all the regression 
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of obtaining a value of t   test statistic as much as or grater 
than the computed t value.  In other words the valuep   
is the lowest significance at which the null hypothesis can 
be rejected.  Therefore with a 0000.0 valuep the 
null hypothesis can be rejected with absolute confidence. 

Also for 36 degrees of freedom at 001.0 level of 
significance the t value were all greater in absolute terms 
than all the computed t values obtained.  Hence, under the 
null hypothesis that a given coefficient value was zero we, 
rejected the null hypothesis. 

All the computed F values were greater than the critical
F value and they followed F distribution with 3 and 36 
degrees of freedom in the numerator and denominator 
respectively.  (Note that there are 37 observations and three 
explanatory variables).  From the table we found that in all 

regressions cases the F value was significant at 1 percent 
level of significance. 

Therefore, form all the regressions results we rejected the 
null hypotheses that in each case the three independent 
variables jointly had no effect on the dependent variable.  
Also, in each of the five regression results, the

statisticp  of obtaining the respective F value as 
much as or greater than the one from a given result was 
almost zero i.e. 000000.0  leading to the rejection of the 
hypothesis that together the three variables had no effect on 
the independent variable.  

In each of the fifteen results given below, the coefficient of 
multiple determination, 2R and adjusted 2R (i.e. 2R ) a 
measure of the proportion of variations in the independent 
variable explained by the regression line, showed that the 
independent variables together could explain over 93 
percent of the variations in the dependent variable.  In all 
the five regression results with 37 degrees of freedom the 
computed Durbin-Watson statistic ..WD was greater than 
the table 60.1..  UdWD at 5 percent level of 
significance, confirming that there was no serial correlation 
(i.e. autocorrelation) problem. 

Koenker–Bassett (KB) test for Heteroscedasticity was used 
to test whether the models used in making conclusions 
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One advantage of the KB test is that it is applicable even if 
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Hence, differencing a time series before running a 
egression causes the unstable variance of the error term to 
become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
heteroscedasticty was not found to be a problem in the 
analyses of the study.  
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the regression models given below.  In all the regression 
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be rejected.  Therefore with a 0000.0 valuep the 
null hypothesis can be rejected with absolute confidence. 
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significance the t value were all greater in absolute terms 
than all the computed t values obtained.  Hence, under the 
null hypothesis that a given coefficient value was zero we, 
rejected the null hypothesis. 

All the computed F values were greater than the critical
F value and they followed F distribution with 3 and 36 
degrees of freedom in the numerator and denominator 
respectively.  (Note that there are 37 observations and three 
explanatory variables).  From the table we found that in all 
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level of significance. 
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null hypotheses that in each case the three independent 
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much as or greater than the one from a given result was 
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multiple determination, 2R and adjusted 2R (i.e. 2R ) a 
measure of the proportion of variations in the independent 
variable explained by the regression line, showed that the 
independent variables together could explain over 93 
percent of the variations in the dependent variable.  In all 
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computed Durbin-Watson statistic ..WD was greater than 
the table 60.1..  UdWD at 5 percent level of 
significance, confirming that there was no serial correlation 
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Hence, differencing a time series before running a 
egression causes the unstable variance of the error term to 
become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
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Hence, differencing a time series before running a 
egression causes the unstable variance of the error term to 
become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
heteroscedasticty was not found to be a problem in the 
analyses of the study.  

Tests of Hypotheses 
Using data from UAE from 1970 to 2010 consisting of 40 
to 41 observations after adjusting endpoints we obtained 
the regression models given below.  In all the regression 
results the ,000000.0 StatisticF
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than the computed t value.  In other words the valuep   
is the lowest significance at which the null hypothesis can 
be rejected.  Therefore with a 0000.0 valuep the 
null hypothesis can be rejected with absolute confidence. 
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significance the t value were all greater in absolute terms 
than all the computed t values obtained.  Hence, under the 
null hypothesis that a given coefficient value was zero we, 
rejected the null hypothesis. 

All the computed F values were greater than the critical
F value and they followed F distribution with 3 and 36 
degrees of freedom in the numerator and denominator 
respectively.  (Note that there are 37 observations and three 
explanatory variables).  From the table we found that in all 

regressions cases the F value was significant at 1 percent 
level of significance. 

Therefore, form all the regressions results we rejected the 
null hypotheses that in each case the three independent 
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multiple determination, 2R and adjusted 2R (i.e. 2R ) a 
measure of the proportion of variations in the independent 
variable explained by the regression line, showed that the 
independent variables together could explain over 93 
percent of the variations in the dependent variable.  In all 
the five regression results with 37 degrees of freedom the 
computed Durbin-Watson statistic ..WD was greater than 
the table 60.1..  UdWD at 5 percent level of 
significance, confirming that there was no serial correlation 
(i.e. autocorrelation) problem. 

Koenker–Bassett (KB) test for Heteroscedasticity was used 
to test whether the models used in making conclusions 
were homoscedastic (i.e. having constant variance). The 
KB test for heteroscedasticity is based on squared residuals 
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One advantage of the KB test is that it is applicable even if 
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be rejected.  Therefore with a 0000.0 valuep the 
null hypothesis can be rejected with absolute confidence. 
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significance the t value were all greater in absolute terms 
than all the computed t values obtained.  Hence, under the 
null hypothesis that a given coefficient value was zero we, 
rejected the null hypothesis. 

All the computed F values were greater than the critical
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respectively.  (Note that there are 37 observations and three 
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hypothesis that together the three variables had no effect on 
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In each of the fifteen results given below, the coefficient of 
multiple determination, 2R and adjusted 2R (i.e. 2R ) a 
measure of the proportion of variations in the independent 
variable explained by the regression line, showed that the 
independent variables together could explain over 93 
percent of the variations in the dependent variable.  In all 
the five regression results with 37 degrees of freedom the 
computed Durbin-Watson statistic ..WD was greater than 
the table 60.1..  UdWD at 5 percent level of 
significance, confirming that there was no serial correlation 
(i.e. autocorrelation) problem. 

Koenker–Bassett (KB) test for Heteroscedasticity was used 
to test whether the models used in making conclusions 
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One advantage of the KB test is that it is applicable even if 
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Hence, differencing a time series before running a 
egression causes the unstable variance of the error term to 
become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
heteroscedasticty was not found to be a problem in the 
analyses of the study.  

Tests of Hypotheses 
Using data from UAE from 1970 to 2010 consisting of 40 
to 41 observations after adjusting endpoints we obtained 
the regression models given below.  In all the regression 
results the ,000000.0 StatisticF

.0000.0 valuep  The valuep   is the probability 
of obtaining a value of t   test statistic as much as or grater 
than the computed t value.  In other words the valuep   
is the lowest significance at which the null hypothesis can 
be rejected.  Therefore with a 0000.0 valuep the 
null hypothesis can be rejected with absolute confidence. 

Also for 36 degrees of freedom at 001.0 level of 
significance the t value were all greater in absolute terms 
than all the computed t values obtained.  Hence, under the 
null hypothesis that a given coefficient value was zero we, 
rejected the null hypothesis. 

All the computed F values were greater than the critical
F value and they followed F distribution with 3 and 36 
degrees of freedom in the numerator and denominator 
respectively.  (Note that there are 37 observations and three 
explanatory variables).  From the table we found that in all 

regressions cases the F value was significant at 1 percent 
level of significance. 

Therefore, form all the regressions results we rejected the 
null hypotheses that in each case the three independent 
variables jointly had no effect on the dependent variable.  
Also, in each of the five regression results, the

statisticp  of obtaining the respective F value as 
much as or greater than the one from a given result was 
almost zero i.e. 000000.0  leading to the rejection of the 
hypothesis that together the three variables had no effect on 
the independent variable.  

In each of the fifteen results given below, the coefficient of 
multiple determination, 2R and adjusted 2R (i.e. 2R ) a 
measure of the proportion of variations in the independent 
variable explained by the regression line, showed that the 
independent variables together could explain over 93 
percent of the variations in the dependent variable.  In all 
the five regression results with 37 degrees of freedom the 
computed Durbin-Watson statistic ..WD was greater than 
the table 60.1..  UdWD at 5 percent level of 
significance, confirming that there was no serial correlation 
(i.e. autocorrelation) problem. 

Koenker–Bassett (KB) test for Heteroscedasticity was used 
to test whether the models used in making conclusions 
were homoscedastic (i.e. having constant variance). The 
KB test for heteroscedasticity is based on squared residuals 
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by employing the usual t  test or F test.  If the model is 
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One advantage of the KB test is that it is applicable even if 
the error term in the original model is not normally 
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Hence, differencing a time series before running a 
egression causes the unstable variance of the error term to 
become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
heteroscedasticty was not found to be a problem in the 
analyses of the study.  

Tests of Hypotheses 
Using data from UAE from 1970 to 2010 consisting of 40 
to 41 observations after adjusting endpoints we obtained 
the regression models given below.  In all the regression 
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of obtaining a value of t   test statistic as much as or grater 
than the computed t value.  In other words the valuep   
is the lowest significance at which the null hypothesis can 
be rejected.  Therefore with a 0000.0 valuep the 
null hypothesis can be rejected with absolute confidence. 

Also for 36 degrees of freedom at 001.0 level of 
significance the t value were all greater in absolute terms 
than all the computed t values obtained.  Hence, under the 
null hypothesis that a given coefficient value was zero we, 
rejected the null hypothesis. 

All the computed F values were greater than the critical
F value and they followed F distribution with 3 and 36 
degrees of freedom in the numerator and denominator 
respectively.  (Note that there are 37 observations and three 
explanatory variables).  From the table we found that in all 

regressions cases the F value was significant at 1 percent 
level of significance. 

Therefore, form all the regressions results we rejected the 
null hypotheses that in each case the three independent 
variables jointly had no effect on the dependent variable.  
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much as or greater than the one from a given result was 
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the independent variable.  
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multiple determination, 2R and adjusted 2R (i.e. 2R ) a 
measure of the proportion of variations in the independent 
variable explained by the regression line, showed that the 
independent variables together could explain over 93 
percent of the variations in the dependent variable.  In all 
the five regression results with 37 degrees of freedom the 
computed Durbin-Watson statistic ..WD was greater than 
the table 60.1..  UdWD at 5 percent level of 
significance, confirming that there was no serial correlation 
(i.e. autocorrelation) problem. 
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Hence, differencing a time series before running a 
egression causes the unstable variance of the error term to 
become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
heteroscedasticty was not found to be a problem in the 
analyses of the study.  

Tests of Hypotheses 
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to 41 observations after adjusting endpoints we obtained 
the regression models given below.  In all the regression 
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be rejected.  Therefore with a 0000.0 valuep the 
null hypothesis can be rejected with absolute confidence. 
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significance the t value were all greater in absolute terms 
than all the computed t values obtained.  Hence, under the 
null hypothesis that a given coefficient value was zero we, 
rejected the null hypothesis. 

All the computed F values were greater than the critical
F value and they followed F distribution with 3 and 36 
degrees of freedom in the numerator and denominator 
respectively.  (Note that there are 37 observations and three 
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hypothesis that together the three variables had no effect on 
the independent variable.  
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measure of the proportion of variations in the independent 
variable explained by the regression line, showed that the 
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percent of the variations in the dependent variable.  In all 
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computed Durbin-Watson statistic ..WD was greater than 
the table 60.1..  UdWD at 5 percent level of 
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Hence, differencing a time series before running a 
egression causes the unstable variance of the error term to 
become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
heteroscedasticty was not found to be a problem in the 
analyses of the study.  
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be rejected.  Therefore with a 0000.0 valuep the 
null hypothesis can be rejected with absolute confidence. 
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than all the computed t values obtained.  Hence, under the 
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All the computed F values were greater than the critical
F value and they followed F distribution with 3 and 36 
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respectively.  (Note that there are 37 observations and three 
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regressions cases the F value was significant at 1 percent 
level of significance. 

Therefore, form all the regressions results we rejected the 
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multiple determination, 2R and adjusted 2R (i.e. 2R ) a 
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variable explained by the regression line, showed that the 
independent variables together could explain over 93 
percent of the variations in the dependent variable.  In all 
the five regression results with 37 degrees of freedom the 
computed Durbin-Watson statistic ..WD was greater than 
the table 60.1..  UdWD at 5 percent level of 
significance, confirming that there was no serial correlation 
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Koenker–Bassett (KB) test for Heteroscedasticity was used 
to test whether the models used in making conclusions 
were homoscedastic (i.e. having constant variance). The 
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One advantage of the KB test is that it is applicable even if 
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than all the computed t values obtained.  Hence, under the 
null hypothesis that a given coefficient value was zero we, 
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respectively.  (Note that there are 37 observations and three 
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measure of the proportion of variations in the independent 
variable explained by the regression line, showed that the 
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percent of the variations in the dependent variable.  In all 
the five regression results with 37 degrees of freedom the 
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the table 60.1..  UdWD at 5 percent level of 
significance, confirming that there was no serial correlation 
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i.e. .ˆ2

tu   

In the KB test the squared residuals are regressed on the 
squared estimated values of the regressand. In the KB test 
the original model is usually specified as 

.ˆ......33221 tktkttt uXXXY    

After estimating the model tû is got and the estimate 
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Hence, differencing a time series before running a 
egression causes the unstable variance of the error term to 
become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
heteroscedasticty was not found to be a problem in the 
analyses of the study.  
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Using data from UAE from 1970 to 2010 consisting of 40 
to 41 observations after adjusting endpoints we obtained 
the regression models given below.  In all the regression 
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than the computed t value.  In other words the valuep   
is the lowest significance at which the null hypothesis can 
be rejected.  Therefore with a 0000.0 valuep the 
null hypothesis can be rejected with absolute confidence. 

Also for 36 degrees of freedom at 001.0 level of 
significance the t value were all greater in absolute terms 
than all the computed t values obtained.  Hence, under the 
null hypothesis that a given coefficient value was zero we, 
rejected the null hypothesis. 

All the computed F values were greater than the critical
F value and they followed F distribution with 3 and 36 
degrees of freedom in the numerator and denominator 
respectively.  (Note that there are 37 observations and three 
explanatory variables).  From the table we found that in all 

regressions cases the F value was significant at 1 percent 
level of significance. 

Therefore, form all the regressions results we rejected the 
null hypotheses that in each case the three independent 
variables jointly had no effect on the dependent variable.  
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statisticp  of obtaining the respective F value as 
much as or greater than the one from a given result was 
almost zero i.e. 000000.0  leading to the rejection of the 
hypothesis that together the three variables had no effect on 
the independent variable.  

In each of the fifteen results given below, the coefficient of 
multiple determination, 2R and adjusted 2R (i.e. 2R ) a 
measure of the proportion of variations in the independent 
variable explained by the regression line, showed that the 
independent variables together could explain over 93 
percent of the variations in the dependent variable.  In all 
the five regression results with 37 degrees of freedom the 
computed Durbin-Watson statistic ..WD was greater than 
the table 60.1..  UdWD at 5 percent level of 
significance, confirming that there was no serial correlation 
(i.e. autocorrelation) problem. 

Koenker–Bassett (KB) test for Heteroscedasticity was used 
to test whether the models used in making conclusions 
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One advantage of the KB test is that it is applicable even if 
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Hence, differencing a time series before running a 
egression causes the unstable variance of the error term to 
become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
heteroscedasticty was not found to be a problem in the 
analyses of the study.  
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null hypothesis can be rejected with absolute confidence. 
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than all the computed t values obtained.  Hence, under the 
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degrees of freedom in the numerator and denominator 
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Where tŶ are estimated values of tY in form of the original 

model. The null hypothesis is that .02   
When the null hypothesis is accepted we conclude that 
there is no heteroscedasticity.  Otherwise, when the null 
hypothesis is rejected we conclude that there is presence of 
heteroscedaticity in a model. The null hypothesis is tested 
by employing the usual t  test or F test.  If the model is 

double log then the residuals are regressed on .)ˆ(log 2Y   
One advantage of the KB test is that it is applicable even if 
the error term in the original model is not normally 
distributed (Gujarati 2003, p. 415). Finally the advantage of 
differencing, taking logarithms or using growth rates 
caused all the models used in making the empirical 
analyses to become homoscedastic. 

5 

 

Differencing Equation (19) and equating it Equation (18) 
gives 

0
1

1
1

1 


 


n

t
tuun u

n
 …….…….….. (26) 

Implying that .1uun    Or .22
1 unu    

Therefore, we can deduce from Equations (16) and (18) 
that 
 22

2
2
1 .... unuu    is constant. 

Moreover, from Equations 16 and 17 we find that if 

nuuu ,....,, 21 is a random sample from density 

)( tYf where nt ,.....,2,1 then 








n

i
i uu

n
S

1

22 )(
1

1
for 1. n ………. (27) 

Could be defined by the sample variance 
22

1
22 )()()( utut EESE    …….…. (28) 

Where 2
u is the population variance. 

Implying that 
0)()( 222

1
2   uuutut EE  …..… (29) 

Also 0)()( 2
2

2
1   utut EE  ………...… (30) 

 0.....)() 22
2

2
1  unuu E  ….…. (31)  

(Mood at el.1986: pp. 229-230; Kmenta 1971: pp. 137-139)  

Hence, differencing a time series before running a 
egression causes the unstable variance of the error term to 
become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
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is the lowest significance at which the null hypothesis can 
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than all the computed t values obtained.  Hence, under the 
null hypothesis that a given coefficient value was zero we, 
rejected the null hypothesis. 

All the computed F values were greater than the critical
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In each of the fifteen results given below, the coefficient of 
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measure of the proportion of variations in the independent 
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the five regression results with 37 degrees of freedom the 
computed Durbin-Watson statistic ..WD was greater than 
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null hypothesis that a given coefficient value was zero we, 
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degrees of freedom in the numerator and denominator 
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Hence, differencing a time series before running a 
egression causes the unstable variance of the error term to 
become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
heteroscedasticty was not found to be a problem in the 
analyses of the study.  
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null hypothesis can be rejected with absolute confidence. 
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significance the t value were all greater in absolute terms 
than all the computed t values obtained.  Hence, under the 
null hypothesis that a given coefficient value was zero we, 
rejected the null hypothesis. 

All the computed F values were greater than the critical
F value and they followed F distribution with 3 and 36 
degrees of freedom in the numerator and denominator 
respectively.  (Note that there are 37 observations and three 
explanatory variables).  From the table we found that in all 

regressions cases the F value was significant at 1 percent 
level of significance. 
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null hypotheses that in each case the three independent 
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much as or greater than the one from a given result was 
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hypothesis that together the three variables had no effect on 
the independent variable.  
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multiple determination, 2R and adjusted 2R (i.e. 2R ) a 
measure of the proportion of variations in the independent 
variable explained by the regression line, showed that the 
independent variables together could explain over 93 
percent of the variations in the dependent variable.  In all 
the five regression results with 37 degrees of freedom the 
computed Durbin-Watson statistic ..WD was greater than 
the table 60.1..  UdWD at 5 percent level of 
significance, confirming that there was no serial correlation 
(i.e. autocorrelation) problem. 
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One advantage of the KB test is that it is applicable even if 
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become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
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than all the computed t values obtained.  Hence, under the 
null hypothesis that a given coefficient value was zero we, 
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the five regression results with 37 degrees of freedom the 
computed Durbin-Watson statistic ..WD was greater than 
the table 60.1..  UdWD at 5 percent level of 
significance, confirming that there was no serial correlation 
(i.e. autocorrelation) problem. 

Koenker–Bassett (KB) test for Heteroscedasticity was used 
to test whether the models used in making conclusions 
were homoscedastic (i.e. having constant variance). The 
KB test for heteroscedasticity is based on squared residuals 
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One advantage of the KB test is that it is applicable even if 
the error term in the original model is not normally 
distributed (Gujarati 2003, p. 415). Finally the advantage of 
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caused all the models used in making the empirical 
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One advantage of the KB test is that it is applicable even if 
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Hence, differencing a time series before running a 
egression causes the unstable variance of the error term to 
become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
heteroscedasticty was not found to be a problem in the 
analyses of the study.  

Tests of Hypotheses 
Using data from UAE from 1970 to 2010 consisting of 40 
to 41 observations after adjusting endpoints we obtained 
the regression models given below.  In all the regression 
results the ,000000.0 StatisticF

.0000.0 valuep  The valuep   is the probability 
of obtaining a value of t   test statistic as much as or grater 
than the computed t value.  In other words the valuep   
is the lowest significance at which the null hypothesis can 
be rejected.  Therefore with a 0000.0 valuep the 
null hypothesis can be rejected with absolute confidence. 

Also for 36 degrees of freedom at 001.0 level of 
significance the t value were all greater in absolute terms 
than all the computed t values obtained.  Hence, under the 
null hypothesis that a given coefficient value was zero we, 
rejected the null hypothesis. 

All the computed F values were greater than the critical
F value and they followed F distribution with 3 and 36 
degrees of freedom in the numerator and denominator 
respectively.  (Note that there are 37 observations and three 
explanatory variables).  From the table we found that in all 

regressions cases the F value was significant at 1 percent 
level of significance. 

Therefore, form all the regressions results we rejected the 
null hypotheses that in each case the three independent 
variables jointly had no effect on the dependent variable.  
Also, in each of the five regression results, the

statisticp  of obtaining the respective F value as 
much as or greater than the one from a given result was 
almost zero i.e. 000000.0  leading to the rejection of the 
hypothesis that together the three variables had no effect on 
the independent variable.  

In each of the fifteen results given below, the coefficient of 
multiple determination, 2R and adjusted 2R (i.e. 2R ) a 
measure of the proportion of variations in the independent 
variable explained by the regression line, showed that the 
independent variables together could explain over 93 
percent of the variations in the dependent variable.  In all 
the five regression results with 37 degrees of freedom the 
computed Durbin-Watson statistic ..WD was greater than 
the table 60.1..  UdWD at 5 percent level of 
significance, confirming that there was no serial correlation 
(i.e. autocorrelation) problem. 

Koenker–Bassett (KB) test for Heteroscedasticity was used 
to test whether the models used in making conclusions 
were homoscedastic (i.e. having constant variance). The 
KB test for heteroscedasticity is based on squared residuals 
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Where tŶ are estimated values of tY in form of the original 

model. The null hypothesis is that .02   
When the null hypothesis is accepted we conclude that 
there is no heteroscedasticity.  Otherwise, when the null 
hypothesis is rejected we conclude that there is presence of 
heteroscedaticity in a model. The null hypothesis is tested 
by employing the usual t  test or F test.  If the model is 

double log then the residuals are regressed on .)ˆ(log 2Y   
One advantage of the KB test is that it is applicable even if 
the error term in the original model is not normally 
distributed (Gujarati 2003, p. 415). Finally the advantage of 
differencing, taking logarithms or using growth rates 
caused all the models used in making the empirical 
analyses to become homoscedastic. 

6 

 
EMPIRICAL FINDINGS AND DISCUSSIONS 
Due to serial correlation the returns to scale on capital was 
estimated by regressing )/( EYdd  on )/( EKd as 

provided by results in Table 1 where Yd was disposable 
income and E was aggregate level of exports.   

were got by regressing d(Y/E) on )/( EKd and )/( ELd
as provided in Table 2.   

 
Returns to scale on capital was found to be 0.142902.  
Implying that returns to scale on labor was (1-0.142902) = 
0.857098.   

This model was constructed on assumption that disposable 
income was a function of capital and labor only.  Thus the 
model derived was given by 

 

.857098.0142902.0 LKYd    The capital stock series K used 
was derived from the annual series of investments levels I  
using the expression .1 ttt IKK    

Having derived both the capital and labor stock series the 
coefficients on both labor and capital and  respectively, 
the parameters were employed in deriving the series for 
level of technology )/( 438835.0076456.0 LKYA  in 
accordance with the celebrated Cobb-Douglas production 
function. 

In Table 3 we deduced that one unit change in the level of 
technology was found to have caused output to change by 
384876 units. Whereas one unit change in capital or labor 
could have caused output to change by 0.071505 units or 
0.556511respectively within the given period. 

 
From Table 4 we concluded that in one way or the other 
one percent increase in technical progress could have 
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measure of the proportion of variations in the independent 
variable explained by the regression line, showed that the 
independent variables together could explain over 93 
percent of the variations in the dependent variable.  In all 
the five regression results with 37 degrees of freedom the 
computed Durbin-Watson statistic ..WD was greater than 
the table 60.1..  UdWD at 5 percent level of 
significance, confirming that there was no serial correlation 
(i.e. autocorrelation) problem. 
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KB test for heteroscedasticity is based on squared residuals 
i.e. .ˆ2

tu   

In the KB test the squared residuals are regressed on the 
squared estimated values of the regressand. In the KB test 
the original model is usually specified as 

.ˆ......33221 tktkttt uXXXY    

After estimating the model tû is got and the estimate 

becomes .)ˆ(ˆ 2
10

2
tt vYu    
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One advantage of the KB test is that it is applicable even if 
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Thus subtracting Equation 17 from Equation 16 provides

Proof: After differencing we have the following equations

We take the growth rate of the variable in the question to be 
constant in the long run (i.e. along it long run path).

is constant as given above in Equation 16.
Finally, differentiating Equation 18 with respect to time 
provides

Furthermore, differentiating Equation (13) with respect to             
       provides

Differencing Equation (23) once gives

Differentiating Equation (13) with respect to time provides

Differencing Equation (19) and equating it Equation (18) 
gives

Both capital and labor productivity growth, result in reduction 
in economic growth, whereas technical progress leads to 
increase in economic growth.  See model (12) given below.

where                                                    and     is the disturbance 
term.

Taking Logarithm or Differencing as a Solution to 
Heteroscedasticity
The problem of heteroscedaticity is that variance of the 
random variable       is not constant.  Symbolically this 
problem of heteroscedasticity can be expressed as:
                          is not constant,

Where the subscript implies that individual variances may be 
different at any time t. 

If the          is not constant and its value depends on the value 
of the dependent variable         then 
 

where                              (Koutsoyainnis 2001, pp. 181-182).
Alternatively, if there is heteroscedasticity we can 
symbolically write it as

                                      is not constant 

(Gujarati 2003:  p. 283).

Taking logarithm is one obvious solution to solving the 
problem of heteroscedasticity. Differencing is also one of the 
ways of solving the heteroscedasticity problem.
Proof: Let the variance of      be written as

Differencing Equation (1) requires two sets of expressions 
as follows:

Where     and     are constants.
Subtracting Equation (15) from Equation (14) is equivalent to 
differencing Equation 13 as given below.
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Where 01  , 02  , 03   and  is the disturbance 
term.  

Both capital and labor productivity growth, result in 
reduction in economic growth, whereas technical progress 
leads to increase in economic growth.  See model (12) 
given below. 
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Where 01  , 02  , 03   and  is the disturbance 
term.  

Both capital and labor productivity growth, result in 
reduction in economic growth, whereas technical progress 
leads to increase in economic growth.  See model (12) 
given below. 
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where 01  , 02  , 03   and  is the disturbance 
term. 

Taking Logarithm or Differencing as a Solution to 
Heteroscedasticity 
The problem of heteroscedaticity is that variance of the 
random variable tu is not constant.  Symbolically this 
problem of heteroscedasticity can be expressed as: 

2)( uttuVar  is not constant, 
Where the subscript implies that individual variances may 
be different at any time .t  
If the 2

ut is not constant and its value depends on the value 

of the dependent variable tY  then  

),(2
tut Yf  

where nt ,....,3,2,1   (Koutsoyainnis 2001, pp. 181-
182). 
Alternatively, if there is heteroscedasticity we can 
symbolically write it as 

2

1

22 1)( ut

n

t
tt u

n
uE 



  is not constant  

(Gujarati 2003:  p. 283). 
 
Taking logarithm is one obvious solution to solving the 
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Proof: Let the variance of tu be written as 

tt

n

t
tut YbaYfu

n
ˆ)(1

1

22  


 ……………… (13) 

Differencing Equation (1) requires two sets of expressions 
as follows: 

 tt

n

t
tut YbaYfu

n
ˆ)(

1
1

2

22 


 


 ……….…. (14) 

11

1

1

22
1

ˆ)(
1

1





 


  tt

n

t
tut YbaYfu

n
 ……. (15) 

Where a and b are constants. 
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Where 01  , 02  , 03   and  is the disturbance 
term.  

Both capital and labor productivity growth, result in 
reduction in economic growth, whereas technical progress 
leads to increase in economic growth.  See model (12) 
given below. 
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2)( uttuVar  is not constant, 
Where the subscript implies that individual variances may 
be different at any time .t  
If the 2

ut is not constant and its value depends on the value 

of the dependent variable tY  then  

),(2
tut Yf  

where nt ,....,3,2,1   (Koutsoyainnis 2001, pp. 181-
182). 
Alternatively, if there is heteroscedasticity we can 
symbolically write it as 

2

1

22 1)( ut

n

t
tt u

n
uE 



  is not constant  

(Gujarati 2003:  p. 283). 
 
Taking logarithm is one obvious solution to solving the 
problem of heteroscedasticity. Differencing is also one of 
the ways of solving the heteroscedasticity problem. 
Proof: Let the variance of tu be written as 

tt

n

t
tut YbaYfu

n
ˆ)(1

1

22  


 ……………… (13) 

Differencing Equation (1) requires two sets of expressions 
as follows: 

 tt

n

t
tut YbaYfu

n
ˆ)(

1
1

2

22 


 


 ……….…. (14) 

11

1

1

22
1

ˆ)(
1

1





 


  tt

n

t
tut YbaYfu

n
 ……. (15) 
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Where 01  , 02  , 03   and  is the disturbance 
term.  

Both capital and labor productivity growth, result in 
reduction in economic growth, whereas technical progress 
leads to increase in economic growth.  See model (12) 
given below. 
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leads to increase in economic growth.  See model (12) 
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Where 01  , 02  , 03   and  is the disturbance 
term.  

Both capital and labor productivity growth, result in 
reduction in economic growth, whereas technical progress 
leads to increase in economic growth.  See model (12) 
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Where 01  , 02  , 03   and  is the disturbance 
term.  

Both capital and labor productivity growth, result in 
reduction in economic growth, whereas technical progress 
leads to increase in economic growth.  See model (12) 
given below. 

t
t

t

t

t

Kp
dKp

Lp
dLp

At
dAt

Yt
dYt   321 …….... 

(12) 

where 01  , 02  , 03   and  is the disturbance 
term. 

Taking Logarithm or Differencing as a Solution to 
Heteroscedasticity 
The problem of heteroscedaticity is that variance of the 
random variable tu is not constant.  Symbolically this 
problem of heteroscedasticity can be expressed as: 

2)( uttuVar  is not constant, 
Where the subscript implies that individual variances may 
be different at any time .t  
If the 2

ut is not constant and its value depends on the value 

of the dependent variable tY  then  

),(2
tut Yf  

where nt ,....,3,2,1   (Koutsoyainnis 2001, pp. 181-
182). 
Alternatively, if there is heteroscedasticity we can 
symbolically write it as 

2

1

22 1)( ut

n

t
tt u

n
uE 



  is not constant  

(Gujarati 2003:  p. 283). 
 
Taking logarithm is one obvious solution to solving the 
problem of heteroscedasticity. Differencing is also one of 
the ways of solving the heteroscedasticity problem. 
Proof: Let the variance of tu be written as 

tt

n

t
tut YbaYfu

n
ˆ)(1

1

22  


 ……………… (13) 

Differencing Equation (1) requires two sets of expressions 
as follows: 

 tt

n

t
tut YbaYfu

n
ˆ)(

1
1

2

22 


 


 ……….…. (14) 

11

1

1

22
1

ˆ)(
1

1





 


  tt

n

t
tut YbaYfu

n
 ……. (15) 

Where a and b are constants. 
Subtracting Equation (15) from Equation (14) is equivalent 
to differencing Equation 13 as given below. 

).()()(
1

1
1

2
1

22
1

2
 


 ttnuttu YfYfuu

n
  

Thus ).(
1

1][ 2
1

22
1

2 uuE
n

E ntutu 


   

Or 2
1

22
1

2 ][)1( uuntutuEn    ………..… (16) 

Also ).(
2

1][ 2
2

22
2

2
1 uuE

n
E ntutu 


    

Or 2
2

22
2

2
1 ][)2( uuntutuEn    ..…….. (17) 

Thus subtracting Equation 17 from Equation 16 provides  
2
1

2
2

2
1

2 ][ uuututE     ……....................…. (18) 

Equation 16 implies that )( 2
1

2
 unutE  is constant. 

 ][][ 2
2

2
1

2
1

2
  utunutut EE  is constant.  

Proof: After differencing we have the following equations 
)ˆ(ˆ

1
2

1
2

  tttutut YbaYba …… …..….. (19) 

)ˆ(ˆ
21

2
2

2
1   ttutut YbaYba ….….... .. (20) 

Implying that 
)ˆˆ( 1

2
1

2
  ttutut YYb …………………….….. (21) 

)ˆˆ( 21
2

2
2

1   ttutut YYb …………….…....... (22) 
We take the growth rate of the variable in the question to 
be constant in the long run (i.e. along it long run path). 

.1
)ˆˆ(

ˆˆ(

21

)1
2

21

2
1

2



















tt

tt

utut

utut

YYb
YYb




 

Or .2
2

2
1

2
1

2
  utunutut   

Or ][][ 2
2

2
1

2
1

2
  utunutut EE   

is constant as given above in Equation 16. 
Finally, differentiating Equation 18 with respect to time 
provides 

.022 12  uu  Or .2
2

2
1   utun   

Furthermore, differentiating Equation (13) with respect to 
2
ut provides 

).(211
1

t

n

t
t Yfu

n
 



 

Or 



n

t
tu

n 1

21 …………………………….…… (23) 

Differencing Equation (23) once gives 

.
1

2)(
1

20
11

1 









n

t
t

n

t
n u

n
uu

n
 

Or 0
1




n

t
tu ……………………….………... (24) 

Differentiating Equation (13) with respect to time provides 

)(22
1

t

n

t
tut Yfu

n
 



  

Or 



n

t
tut u

n 1

1 ………………………….….. (25) 

4 

 

Where 01  , 02  , 03   and  is the disturbance 
term.  

Both capital and labor productivity growth, result in 
reduction in economic growth, whereas technical progress 
leads to increase in economic growth.  See model (12) 
given below. 
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Taking logarithm is one obvious solution to solving the 
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Where 01  , 02  , 03   and  is the disturbance 
term.  

Both capital and labor productivity growth, result in 
reduction in economic growth, whereas technical progress 
leads to increase in economic growth.  See model (12) 
given below. 
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Where 01  , 02  , 03   and  is the disturbance 
term.  

Both capital and labor productivity growth, result in 
reduction in economic growth, whereas technical progress 
leads to increase in economic growth.  See model (12) 
given below. 
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Where 01  , 02  , 03   and  is the disturbance 
term.  

Both capital and labor productivity growth, result in 
reduction in economic growth, whereas technical progress 
leads to increase in economic growth.  See model (12) 
given below. 
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Where 01  , 02  , 03   and  is the disturbance 
term.  

Both capital and labor productivity growth, result in 
reduction in economic growth, whereas technical progress 
leads to increase in economic growth.  See model (12) 
given below. 
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Where 01  , 02  , 03   and  is the disturbance 
term.  

Both capital and labor productivity growth, result in 
reduction in economic growth, whereas technical progress 
leads to increase in economic growth.  See model (12) 
given below. 
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Where 01  , 02  , 03   and  is the disturbance 
term.  

Both capital and labor productivity growth, result in 
reduction in economic growth, whereas technical progress 
leads to increase in economic growth.  See model (12) 
given below. 
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Where 01  , 02  , 03   and  is the disturbance 
term.  

Both capital and labor productivity growth, result in 
reduction in economic growth, whereas technical progress 
leads to increase in economic growth.  See model (12) 
given below. 
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Where 01  , 02  , 03   and  is the disturbance 
term.  

Both capital and labor productivity growth, result in 
reduction in economic growth, whereas technical progress 
leads to increase in economic growth.  See model (12) 
given below. 
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Where 01  , 02  , 03   and  is the disturbance 
term.  

Both capital and labor productivity growth, result in 
reduction in economic growth, whereas technical progress 
leads to increase in economic growth.  See model (12) 
given below. 
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Thus subtracting Equation 17 from Equation 16 provides  
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Equation 16 implies that )( 2
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Proof: After differencing we have the following equations 
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We take the growth rate of the variable in the question to 
be constant in the long run (i.e. along it long run path). 
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is constant as given above in Equation 16. 
Finally, differentiating Equation 18 with respect to time 
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Where 01  , 02  , 03   and  is the disturbance 
term.  

Both capital and labor productivity growth, result in 
reduction in economic growth, whereas technical progress 
leads to increase in economic growth.  See model (12) 
given below. 
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(12) 

where 01  , 02  , 03   and  is the disturbance 
term. 

Taking Logarithm or Differencing as a Solution to 
Heteroscedasticity 
The problem of heteroscedaticity is that variance of the 
random variable tu is not constant.  Symbolically this 
problem of heteroscedasticity can be expressed as: 

2)( uttuVar  is not constant, 
Where the subscript implies that individual variances may 
be different at any time .t  
If the 2

ut is not constant and its value depends on the value 

of the dependent variable tY  then  
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where nt ,....,3,2,1   (Koutsoyainnis 2001, pp. 181-
182). 
Alternatively, if there is heteroscedasticity we can 
symbolically write it as 
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(Gujarati 2003:  p. 283). 
 
Taking logarithm is one obvious solution to solving the 
problem of heteroscedasticity. Differencing is also one of 
the ways of solving the heteroscedasticity problem. 
Proof: Let the variance of tu be written as 
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Differencing Equation (1) requires two sets of expressions 
as follows: 
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Where a and b are constants. 
Subtracting Equation (15) from Equation (14) is equivalent 
to differencing Equation 13 as given below. 
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We take the growth rate of the variable in the question to 
be constant in the long run (i.e. along it long run path). 
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Finally, differentiating Equation 18 with respect to time 
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Here we define labor as output per unit of labor 

productivity i.e. 
Lp
QL   or growth in labor stock is 

growth in output less growth in labor productivity i.e.

Lp
dLp

Q
dQ

L
dL

 .   

Substituting labor productivity growth for labor growth in 
the Cobb-Douglas production function enables us to 
determine the potential influence of labor productivity on 
economic growth. 

Expressing Theory of Capital Productivity 
Suppose that a firm operating at full capacity can produce 
Q units of output in a day by employing 2K units of 
capital, then daily capital productivity of the firm equals 

2/ KQ units of output per unit of capital.  If the capital 
productivity increased to KQ / units of output per unit of 
capital per day, then the same amount of output could be 
produced by bQ / in a day.  Such a production process 
generates excess capacity (i.e. idle capital stock) amounting 
to KK 2 units daily and capital productivity goes up by 

 
K
Q

K
Q


2

. 

As a result the idle capacity KKK  21 becomes a 

function of capital productivity as given by )(11 KpKK  .  
Total capital stock (i.e. full capacity assumed to be 
constant) equals idle capital stock 1K  plus active capital 

stock K and is expressed by KKK  12 . 

Or )(1212 kPKKKKK  .  

By differentiating the active capital stock function with 
respect to time we get: 
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Hence, increase in capital productivity results in depletion 
of the active capital stock.  The capital growth and 
productivity growth relationship derived from the theory of 
excess capacity is in agreement with the same relationship 
that can be derived from the definition of capital stock in 
terms of output and capital productivity.  Here we define 
capital as output per unit of capital productivity i.e. 

Kp
QK   or growth in capital stock is growth in output 

less growth in capital productivity i.e.
Kp

dKp
Q
dQ

K
dK

 .  

Substituting capital productivity growth for capital growth 
in the Cobb-Douglas production function enables us to 
determine the potential influence of capital productivity on 
economic growth.  

METHODOLOGY 

Econometric Models 
Econometric models were developed in accordance with 
the five theoretical models given above. 

Growth in technology level, capital accumulation and 
employment result in economic growth. 
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Yt
dYt   321 …….…. (7) 

Labor productivity growth leads to unemployment, 
whereas both growth in technological progress and capital 
stock cause increase in labor supply as portrayed by Model 
(8). 
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dLt   321 ………. (8) 

Where 01  , 02  , 03   and  is the 
disturbance term.   

Capital productivity growth results in decline in capital 
accumulation, whereas both growth in labor stock and 
technical progress result in capital accumulation as given 
by model (9). 
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dKt   321 ……….. (9) 

Where 01  , 02  , 03   and  is the disturbance 
term.   

Both capital and productivity growth result in 
unemployment, whereas technical progress leads to 
increase in employment.  See model (10). 
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Lt
dLt   321 ……. (10) 

Where 01  , 02  , 03   and  is the 
disturbance term.   

Both capital and productivity growth result in reduction in 
capital accumulation, whereas technical progress leads to 
increase in capital accumulation.  See model (11). 
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Differencing Equation (19) and equating it Equation (18) 
gives 
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Implying that .1uun    Or .22
1 unu    

Therefore, we can deduce from Equations (16) and (18) 
that 
 22

2
2
1 .... unuu    is constant. 

Moreover, from Equations 16 and 17 we find that if 

nuuu ,....,, 21 is a random sample from density 

)( tYf where nt ,.....,2,1 then 
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Could be defined by the sample variance 
22

1
22 )()()( utut EESE    …….…. (28) 

Where 2
u is the population variance. 

Implying that 
0)()( 222

1
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Also 0)()( 2
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1   utut EE  ………...… (30) 

 0.....)() 22
2

2
1  unuu E  ….…. (31)  

(Mood at el.1986: pp. 229-230; Kmenta 1971: pp. 137-139)  

Hence, differencing a time series before running a 
egression causes the unstable variance of the error term to 
become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
heteroscedasticty was not found to be a problem in the 
analyses of the study.  

Tests of Hypotheses 
Using data from UAE from 1970 to 2010 consisting of 40 
to 41 observations after adjusting endpoints we obtained 
the regression models given below.  In all the regression 
results the ,000000.0 StatisticF

.0000.0 valuep  The valuep   is the probability 
of obtaining a value of t   test statistic as much as or grater 
than the computed t value.  In other words the valuep   
is the lowest significance at which the null hypothesis can 
be rejected.  Therefore with a 0000.0 valuep the 
null hypothesis can be rejected with absolute confidence. 

Also for 36 degrees of freedom at 001.0 level of 
significance the t value were all greater in absolute terms 
than all the computed t values obtained.  Hence, under the 
null hypothesis that a given coefficient value was zero we, 
rejected the null hypothesis. 

All the computed F values were greater than the critical
F value and they followed F distribution with 3 and 36 
degrees of freedom in the numerator and denominator 
respectively.  (Note that there are 37 observations and three 
explanatory variables).  From the table we found that in all 

regressions cases the F value was significant at 1 percent 
level of significance. 

Therefore, form all the regressions results we rejected the 
null hypotheses that in each case the three independent 
variables jointly had no effect on the dependent variable.  
Also, in each of the five regression results, the

statisticp  of obtaining the respective F value as 
much as or greater than the one from a given result was 
almost zero i.e. 000000.0  leading to the rejection of the 
hypothesis that together the three variables had no effect on 
the independent variable.  

In each of the fifteen results given below, the coefficient of 
multiple determination, 2R and adjusted 2R (i.e. 2R ) a 
measure of the proportion of variations in the independent 
variable explained by the regression line, showed that the 
independent variables together could explain over 93 
percent of the variations in the dependent variable.  In all 
the five regression results with 37 degrees of freedom the 
computed Durbin-Watson statistic ..WD was greater than 
the table 60.1..  UdWD at 5 percent level of 
significance, confirming that there was no serial correlation 
(i.e. autocorrelation) problem. 

Koenker–Bassett (KB) test for Heteroscedasticity was used 
to test whether the models used in making conclusions 
were homoscedastic (i.e. having constant variance). The 
KB test for heteroscedasticity is based on squared residuals 
i.e. .ˆ2

tu   

In the KB test the squared residuals are regressed on the 
squared estimated values of the regressand. In the KB test 
the original model is usually specified as 

.ˆ......33221 tktkttt uXXXY    

After estimating the model tû is got and the estimate 

becomes .)ˆ(ˆ 2
10

2
tt vYu    

Where tŶ are estimated values of tY in form of the original 

model. The null hypothesis is that .02   
When the null hypothesis is accepted we conclude that 
there is no heteroscedasticity.  Otherwise, when the null 
hypothesis is rejected we conclude that there is presence of 
heteroscedaticity in a model. The null hypothesis is tested 
by employing the usual t  test or F test.  If the model is 

double log then the residuals are regressed on .)ˆ(log 2Y   
One advantage of the KB test is that it is applicable even if 
the error term in the original model is not normally 
distributed (Gujarati 2003, p. 415). Finally the advantage of 
differencing, taking logarithms or using growth rates 
caused all the models used in making the empirical 
analyses to become homoscedastic. 
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Where 01  , 02  , 03   and  is the disturbance 
term.  

Both capital and labor productivity growth, result in 
reduction in economic growth, whereas technical progress 
leads to increase in economic growth.  See model (12) 
given below. 
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(12) 

where 01  , 02  , 03   and  is the disturbance 
term. 

Taking Logarithm or Differencing as a Solution to 
Heteroscedasticity 
The problem of heteroscedaticity is that variance of the 
random variable tu is not constant.  Symbolically this 
problem of heteroscedasticity can be expressed as: 
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Where the subscript implies that individual variances may 
be different at any time .t  
If the 2

ut is not constant and its value depends on the value 

of the dependent variable tY  then  
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where nt ,....,3,2,1   (Koutsoyainnis 2001, pp. 181-
182). 
Alternatively, if there is heteroscedasticity we can 
symbolically write it as 
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(Gujarati 2003:  p. 283). 
 
Taking logarithm is one obvious solution to solving the 
problem of heteroscedasticity. Differencing is also one of 
the ways of solving the heteroscedasticity problem. 
Proof: Let the variance of tu be written as 

tt

n

t
tut YbaYfu

n
ˆ)(1

1

22  


 ……………… (13) 

Differencing Equation (1) requires two sets of expressions 
as follows: 
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Where a and b are constants. 
Subtracting Equation (15) from Equation (14) is equivalent 
to differencing Equation 13 as given below. 
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ure of the proportion of variations in the independent variable 
explained by the regression line, showed that the independ-
ent variables together could explain over 93 percent of the 
variations	in	the	dependent	variable.		In	all	the	five	regression	
results with 37 degrees of freedom the computed Durbin-
Watson   statistic                 was    greater    than    the    table                                                                                            
																																					at	5	percent	level	of	significance,	
confirming	that	there	was	no	serial	correlation	(i.e.	autocor-
relation) problem.

Koenker–Bassett (KB) test for Heteroscedasticity was used 
to test whether the models used in making conclusions were 
homoscedastic (i.e. having constant variance). The KB test 
for heteroscedasticity is based on squared residuals i.e.  

In the KB test the squared residuals are regressed on the 
squared estimated values of the regressand. In the KB test the 
original	model	is	usually	specified	as

After estimating the model  is got and the estimate becomes

Where    , are estimated values of    in form of the original 
model. The null hypothesis is that 

When the null hypothesis is accepted we conclude that there 
is no heteroscedasticity.  Otherwise, when the null hypothesis 
is rejected we conclude that there is presence of heterosceda-
ticity in a model. The null hypothesis is tested by employing 
the usual       test or      test.  If the model is double log then 
the residuals are regressed on  

One advantage of the KB test is that it is applicable even if 
the error term in the original model is not normally distrib-
uted (Gujarati 2003, p. 415). Finally the advantage of dif-
ferencing, taking logarithms or using growth rates caused all 
the models used in making the empirical analyses to become 
homoscedastic.

Empirical Findings And Discussions
Due to serial correlation the returns to scale on capital was 
estimated by regressing   on  as provided by results in Table 
1 where  was disposable income and  was aggregate level of 
exports.  

were got by regressing d(Y/E) on  and  as provided in Table 2.  

(Mood at el.1986: pp. 229-230; Kmenta 1971: pp. 137-139) 
Hence, differencing a time series before running a egression 
causes the unstable variance of the error term to become con-
stant.  Thus, since differencing and taking logarithms are em-
ployed in the analyses, the heteroscedasticty was not found to 
be a problem in the analyses of the study. 

Tests of Hypotheses
Using data from UAE from 1970 to 2010 consisting of 40 
to 41 observations after adjusting endpoints we obtained the 
regression models given below.  In all the regression results          
the                                                                                                          The  
                   is the probability of obtaining a value of    test 
statistic as much as or grater than the computed    value.  In 
other	words	the																								is	the	lowest	significance	at	
which the null hypothesis can be rejected.  Therefore with 
a                               the null hypothesis can be rejected 
with	absolute	confidence.

Also	for	36	degrees	of	freedom	at		0.001	level	of	significance	
the     value were all greater in absolute terms than all the 
computed      values obtained.  Hence, under the null hypoth-
esis	that	a	given	coefficient	value	was	zero	we,	rejected	the	
null hypothesis.

All the computed      values were greater than the critical        
value and they followed      distribution with 3 and 36 degrees 
of freedom in the numerator and denominator respectively.  
(Note that there are 37 observations and three explanatory 
variables).  From the table we found that in all regressions 
cases	the								value	was	significant	at	1	percent	level	of	sig-
nificance.

Therefore, form all the regressions results we rejected the null 
hypotheses that in each case the three independent variables 
jointly had no effect on the dependent variable.  Also, in each 
of	the	five	regression	results,	the																										of	obtaining	
the respective       value as much as or greater than the one 
from a given result was almost zero i.e.                         leading 
to the rejection of the hypothesis that together the three vari-
ables had no effect on the independent variable. 

In	each	of	the	fifteen	results	given	below,	the	coefficient	of	
multiple determination,       and adjusted      (i.e.      ) a meas-
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Hence, differencing a time series before running a 
egression causes the unstable variance of the error term to 
become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
heteroscedasticty was not found to be a problem in the 
analyses of the study.  

Tests of Hypotheses 
Using data from UAE from 1970 to 2010 consisting of 40 
to 41 observations after adjusting endpoints we obtained 
the regression models given below.  In all the regression 
results the ,000000.0 StatisticF

.0000.0 valuep  The valuep   is the probability 
of obtaining a value of t   test statistic as much as or grater 
than the computed t value.  In other words the valuep   
is the lowest significance at which the null hypothesis can 
be rejected.  Therefore with a 0000.0 valuep the 
null hypothesis can be rejected with absolute confidence. 

Also for 36 degrees of freedom at 001.0 level of 
significance the t value were all greater in absolute terms 
than all the computed t values obtained.  Hence, under the 
null hypothesis that a given coefficient value was zero we, 
rejected the null hypothesis. 

All the computed F values were greater than the critical
F value and they followed F distribution with 3 and 36 
degrees of freedom in the numerator and denominator 
respectively.  (Note that there are 37 observations and three 
explanatory variables).  From the table we found that in all 

regressions cases the F value was significant at 1 percent 
level of significance. 

Therefore, form all the regressions results we rejected the 
null hypotheses that in each case the three independent 
variables jointly had no effect on the dependent variable.  
Also, in each of the five regression results, the

statisticp  of obtaining the respective F value as 
much as or greater than the one from a given result was 
almost zero i.e. 000000.0  leading to the rejection of the 
hypothesis that together the three variables had no effect on 
the independent variable.  

In each of the fifteen results given below, the coefficient of 
multiple determination, 2R and adjusted 2R (i.e. 2R ) a 
measure of the proportion of variations in the independent 
variable explained by the regression line, showed that the 
independent variables together could explain over 93 
percent of the variations in the dependent variable.  In all 
the five regression results with 37 degrees of freedom the 
computed Durbin-Watson statistic ..WD was greater than 
the table 60.1..  UdWD at 5 percent level of 
significance, confirming that there was no serial correlation 
(i.e. autocorrelation) problem. 

Koenker–Bassett (KB) test for Heteroscedasticity was used 
to test whether the models used in making conclusions 
were homoscedastic (i.e. having constant variance). The 
KB test for heteroscedasticity is based on squared residuals 
i.e. .ˆ2

tu   

In the KB test the squared residuals are regressed on the 
squared estimated values of the regressand. In the KB test 
the original model is usually specified as 

.ˆ......33221 tktkttt uXXXY    

After estimating the model tû is got and the estimate 

becomes .)ˆ(ˆ 2
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tt vYu    

Where tŶ are estimated values of tY in form of the original 

model. The null hypothesis is that .02   
When the null hypothesis is accepted we conclude that 
there is no heteroscedasticity.  Otherwise, when the null 
hypothesis is rejected we conclude that there is presence of 
heteroscedaticity in a model. The null hypothesis is tested 
by employing the usual t  test or F test.  If the model is 

double log then the residuals are regressed on .)ˆ(log 2Y   
One advantage of the KB test is that it is applicable even if 
the error term in the original model is not normally 
distributed (Gujarati 2003, p. 415). Finally the advantage of 
differencing, taking logarithms or using growth rates 
caused all the models used in making the empirical 
analyses to become homoscedastic. 
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Hence, differencing a time series before running a 
egression causes the unstable variance of the error term to 
become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
heteroscedasticty was not found to be a problem in the 
analyses of the study.  

Tests of Hypotheses 
Using data from UAE from 1970 to 2010 consisting of 40 
to 41 observations after adjusting endpoints we obtained 
the regression models given below.  In all the regression 
results the ,000000.0 StatisticF

.0000.0 valuep  The valuep   is the probability 
of obtaining a value of t   test statistic as much as or grater 
than the computed t value.  In other words the valuep   
is the lowest significance at which the null hypothesis can 
be rejected.  Therefore with a 0000.0 valuep the 
null hypothesis can be rejected with absolute confidence. 

Also for 36 degrees of freedom at 001.0 level of 
significance the t value were all greater in absolute terms 
than all the computed t values obtained.  Hence, under the 
null hypothesis that a given coefficient value was zero we, 
rejected the null hypothesis. 

All the computed F values were greater than the critical
F value and they followed F distribution with 3 and 36 
degrees of freedom in the numerator and denominator 
respectively.  (Note that there are 37 observations and three 
explanatory variables).  From the table we found that in all 

regressions cases the F value was significant at 1 percent 
level of significance. 

Therefore, form all the regressions results we rejected the 
null hypotheses that in each case the three independent 
variables jointly had no effect on the dependent variable.  
Also, in each of the five regression results, the

statisticp  of obtaining the respective F value as 
much as or greater than the one from a given result was 
almost zero i.e. 000000.0  leading to the rejection of the 
hypothesis that together the three variables had no effect on 
the independent variable.  

In each of the fifteen results given below, the coefficient of 
multiple determination, 2R and adjusted 2R (i.e. 2R ) a 
measure of the proportion of variations in the independent 
variable explained by the regression line, showed that the 
independent variables together could explain over 93 
percent of the variations in the dependent variable.  In all 
the five regression results with 37 degrees of freedom the 
computed Durbin-Watson statistic ..WD was greater than 
the table 60.1..  UdWD at 5 percent level of 
significance, confirming that there was no serial correlation 
(i.e. autocorrelation) problem. 

Koenker–Bassett (KB) test for Heteroscedasticity was used 
to test whether the models used in making conclusions 
were homoscedastic (i.e. having constant variance). The 
KB test for heteroscedasticity is based on squared residuals 
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In the KB test the squared residuals are regressed on the 
squared estimated values of the regressand. In the KB test 
the original model is usually specified as 
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model. The null hypothesis is that .02   
When the null hypothesis is accepted we conclude that 
there is no heteroscedasticity.  Otherwise, when the null 
hypothesis is rejected we conclude that there is presence of 
heteroscedaticity in a model. The null hypothesis is tested 
by employing the usual t  test or F test.  If the model is 

double log then the residuals are regressed on .)ˆ(log 2Y   
One advantage of the KB test is that it is applicable even if 
the error term in the original model is not normally 
distributed (Gujarati 2003, p. 415). Finally the advantage of 
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Hence, differencing a time series before running a 
egression causes the unstable variance of the error term to 
become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
heteroscedasticty was not found to be a problem in the 
analyses of the study.  
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Using data from UAE from 1970 to 2010 consisting of 40 
to 41 observations after adjusting endpoints we obtained 
the regression models given below.  In all the regression 
results the ,000000.0 StatisticF
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of obtaining a value of t   test statistic as much as or grater 
than the computed t value.  In other words the valuep   
is the lowest significance at which the null hypothesis can 
be rejected.  Therefore with a 0000.0 valuep the 
null hypothesis can be rejected with absolute confidence. 

Also for 36 degrees of freedom at 001.0 level of 
significance the t value were all greater in absolute terms 
than all the computed t values obtained.  Hence, under the 
null hypothesis that a given coefficient value was zero we, 
rejected the null hypothesis. 

All the computed F values were greater than the critical
F value and they followed F distribution with 3 and 36 
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respectively.  (Note that there are 37 observations and three 
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regressions cases the F value was significant at 1 percent 
level of significance. 

Therefore, form all the regressions results we rejected the 
null hypotheses that in each case the three independent 
variables jointly had no effect on the dependent variable.  
Also, in each of the five regression results, the

statisticp  of obtaining the respective F value as 
much as or greater than the one from a given result was 
almost zero i.e. 000000.0  leading to the rejection of the 
hypothesis that together the three variables had no effect on 
the independent variable.  

In each of the fifteen results given below, the coefficient of 
multiple determination, 2R and adjusted 2R (i.e. 2R ) a 
measure of the proportion of variations in the independent 
variable explained by the regression line, showed that the 
independent variables together could explain over 93 
percent of the variations in the dependent variable.  In all 
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computed Durbin-Watson statistic ..WD was greater than 
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significance, confirming that there was no serial correlation 
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Where tŶ are estimated values of tY in form of the original 

model. The null hypothesis is that .02   
When the null hypothesis is accepted we conclude that 
there is no heteroscedasticity.  Otherwise, when the null 
hypothesis is rejected we conclude that there is presence of 
heteroscedaticity in a model. The null hypothesis is tested 
by employing the usual t  test or F test.  If the model is 

double log then the residuals are regressed on .)ˆ(log 2Y   
One advantage of the KB test is that it is applicable even if 
the error term in the original model is not normally 
distributed (Gujarati 2003, p. 415). Finally the advantage of 
differencing, taking logarithms or using growth rates 
caused all the models used in making the empirical 
analyses to become homoscedastic. 

5 

 

Differencing Equation (19) and equating it Equation (18) 
gives 

0
1

1
1

1 


 


n

t
tuun u

n
 …….…….….. (26) 

Implying that .1uun    Or .22
1 unu    

Therefore, we can deduce from Equations (16) and (18) 
that 
 22

2
2
1 .... unuu    is constant. 

Moreover, from Equations 16 and 17 we find that if 

nuuu ,....,, 21 is a random sample from density 

)( tYf where nt ,.....,2,1 then 








n

i
i uu

n
S

1

22 )(
1

1
for 1. n ………. (27) 

Could be defined by the sample variance 
22

1
22 )()()( utut EESE    …….…. (28) 

Where 2
u is the population variance. 

Implying that 
0)()( 222

1
2   uuutut EE  …..… (29) 

Also 0)()( 2
2

2
1   utut EE  ………...… (30) 

 0.....)() 22
2

2
1  unuu E  ….…. (31)  

(Mood at el.1986: pp. 229-230; Kmenta 1971: pp. 137-139)  

Hence, differencing a time series before running a 
egression causes the unstable variance of the error term to 
become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
heteroscedasticty was not found to be a problem in the 
analyses of the study.  

Tests of Hypotheses 
Using data from UAE from 1970 to 2010 consisting of 40 
to 41 observations after adjusting endpoints we obtained 
the regression models given below.  In all the regression 
results the ,000000.0 StatisticF

.0000.0 valuep  The valuep   is the probability 
of obtaining a value of t   test statistic as much as or grater 
than the computed t value.  In other words the valuep   
is the lowest significance at which the null hypothesis can 
be rejected.  Therefore with a 0000.0 valuep the 
null hypothesis can be rejected with absolute confidence. 

Also for 36 degrees of freedom at 001.0 level of 
significance the t value were all greater in absolute terms 
than all the computed t values obtained.  Hence, under the 
null hypothesis that a given coefficient value was zero we, 
rejected the null hypothesis. 

All the computed F values were greater than the critical
F value and they followed F distribution with 3 and 36 
degrees of freedom in the numerator and denominator 
respectively.  (Note that there are 37 observations and three 
explanatory variables).  From the table we found that in all 

regressions cases the F value was significant at 1 percent 
level of significance. 

Therefore, form all the regressions results we rejected the 
null hypotheses that in each case the three independent 
variables jointly had no effect on the dependent variable.  
Also, in each of the five regression results, the

statisticp  of obtaining the respective F value as 
much as or greater than the one from a given result was 
almost zero i.e. 000000.0  leading to the rejection of the 
hypothesis that together the three variables had no effect on 
the independent variable.  
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multiple determination, 2R and adjusted 2R (i.e. 2R ) a 
measure of the proportion of variations in the independent 
variable explained by the regression line, showed that the 
independent variables together could explain over 93 
percent of the variations in the dependent variable.  In all 
the five regression results with 37 degrees of freedom the 
computed Durbin-Watson statistic ..WD was greater than 
the table 60.1..  UdWD at 5 percent level of 
significance, confirming that there was no serial correlation 
(i.e. autocorrelation) problem. 

Koenker–Bassett (KB) test for Heteroscedasticity was used 
to test whether the models used in making conclusions 
were homoscedastic (i.e. having constant variance). The 
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becomes .)ˆ(ˆ 2
10

2
tt vYu    
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One advantage of the KB test is that it is applicable even if 
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significance, confirming that there was no serial correlation 
(i.e. autocorrelation) problem. 

Koenker–Bassett (KB) test for Heteroscedasticity was used 
to test whether the models used in making conclusions 
were homoscedastic (i.e. having constant variance). The 
KB test for heteroscedasticity is based on squared residuals 
i.e. .ˆ2

tu   

In the KB test the squared residuals are regressed on the 
squared estimated values of the regressand. In the KB test 
the original model is usually specified as 

.ˆ......33221 tktkttt uXXXY    

After estimating the model tû is got and the estimate 

becomes .)ˆ(ˆ 2
10

2
tt vYu    
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egression causes the unstable variance of the error term to 
become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
heteroscedasticty was not found to be a problem in the 
analyses of the study.  
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Using data from UAE from 1970 to 2010 consisting of 40 
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null hypothesis can be rejected with absolute confidence. 
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significance the t value were all greater in absolute terms 
than all the computed t values obtained.  Hence, under the 
null hypothesis that a given coefficient value was zero we, 
rejected the null hypothesis. 

All the computed F values were greater than the critical
F value and they followed F distribution with 3 and 36 
degrees of freedom in the numerator and denominator 
respectively.  (Note that there are 37 observations and three 
explanatory variables).  From the table we found that in all 

regressions cases the F value was significant at 1 percent 
level of significance. 
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null hypotheses that in each case the three independent 
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much as or greater than the one from a given result was 
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hypothesis that together the three variables had no effect on 
the independent variable.  
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multiple determination, 2R and adjusted 2R (i.e. 2R ) a 
measure of the proportion of variations in the independent 
variable explained by the regression line, showed that the 
independent variables together could explain over 93 
percent of the variations in the dependent variable.  In all 
the five regression results with 37 degrees of freedom the 
computed Durbin-Watson statistic ..WD was greater than 
the table 60.1..  UdWD at 5 percent level of 
significance, confirming that there was no serial correlation 
(i.e. autocorrelation) problem. 
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to test whether the models used in making conclusions 
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One advantage of the KB test is that it is applicable even if 
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Where tŶ are estimated values of tY in form of the original 

model. The null hypothesis is that .02   
When the null hypothesis is accepted we conclude that 
there is no heteroscedasticity.  Otherwise, when the null 
hypothesis is rejected we conclude that there is presence of 
heteroscedaticity in a model. The null hypothesis is tested 
by employing the usual t  test or F test.  If the model is 

double log then the residuals are regressed on .)ˆ(log 2Y   
One advantage of the KB test is that it is applicable even if 
the error term in the original model is not normally 
distributed (Gujarati 2003, p. 415). Finally the advantage of 
differencing, taking logarithms or using growth rates 
caused all the models used in making the empirical 
analyses to become homoscedastic. 

5 

 

Differencing Equation (19) and equating it Equation (18) 
gives 

0
1

1
1

1 


 


n

t
tuun u

n
 …….…….….. (26) 

Implying that .1uun    Or .22
1 unu    

Therefore, we can deduce from Equations (16) and (18) 
that 
 22

2
2
1 .... unuu    is constant. 

Moreover, from Equations 16 and 17 we find that if 

nuuu ,....,, 21 is a random sample from density 

)( tYf where nt ,.....,2,1 then 








n

i
i uu

n
S

1

22 )(
1

1
for 1. n ………. (27) 

Could be defined by the sample variance 
22

1
22 )()()( utut EESE    …….…. (28) 

Where 2
u is the population variance. 

Implying that 
0)()( 222

1
2   uuutut EE  …..… (29) 

Also 0)()( 2
2

2
1   utut EE  ………...… (30) 

 0.....)() 22
2

2
1  unuu E  ….…. (31)  

(Mood at el.1986: pp. 229-230; Kmenta 1971: pp. 137-139)  

Hence, differencing a time series before running a 
egression causes the unstable variance of the error term to 
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respectively.  (Note that there are 37 observations and three 
explanatory variables).  From the table we found that in all 

regressions cases the F value was significant at 1 percent 
level of significance. 

Therefore, form all the regressions results we rejected the 
null hypotheses that in each case the three independent 
variables jointly had no effect on the dependent variable.  
Also, in each of the five regression results, the

statisticp  of obtaining the respective F value as 
much as or greater than the one from a given result was 
almost zero i.e. 000000.0  leading to the rejection of the 
hypothesis that together the three variables had no effect on 
the independent variable.  

In each of the fifteen results given below, the coefficient of 
multiple determination, 2R and adjusted 2R (i.e. 2R ) a 
measure of the proportion of variations in the independent 
variable explained by the regression line, showed that the 
independent variables together could explain over 93 
percent of the variations in the dependent variable.  In all 
the five regression results with 37 degrees of freedom the 
computed Durbin-Watson statistic ..WD was greater than 
the table 60.1..  UdWD at 5 percent level of 
significance, confirming that there was no serial correlation 
(i.e. autocorrelation) problem. 

Koenker–Bassett (KB) test for Heteroscedasticity was used 
to test whether the models used in making conclusions 
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by employing the usual t  test or F test.  If the model is 

double log then the residuals are regressed on .)ˆ(log 2Y   
One advantage of the KB test is that it is applicable even if 
the error term in the original model is not normally 
distributed (Gujarati 2003, p. 415). Finally the advantage of 
differencing, taking logarithms or using growth rates 
caused all the models used in making the empirical 
analyses to become homoscedastic. 

5 

 

Differencing Equation (19) and equating it Equation (18) 
gives 

0
1

1
1

1 


 


n

t
tuun u

n
 …….…….….. (26) 

Implying that .1uun    Or .22
1 unu    

Therefore, we can deduce from Equations (16) and (18) 
that 
 22

2
2
1 .... unuu    is constant. 

Moreover, from Equations 16 and 17 we find that if 

nuuu ,....,, 21 is a random sample from density 

)( tYf where nt ,.....,2,1 then 








n

i
i uu

n
S

1

22 )(
1

1
for 1. n ………. (27) 

Could be defined by the sample variance 
22

1
22 )()()( utut EESE    …….…. (28) 

Where 2
u is the population variance. 

Implying that 
0)()( 222

1
2   uuutut EE  …..… (29) 

Also 0)()( 2
2

2
1   utut EE  ………...… (30) 

 0.....)() 22
2

2
1  unuu E  ….…. (31)  

(Mood at el.1986: pp. 229-230; Kmenta 1971: pp. 137-139)  

Hence, differencing a time series before running a 
egression causes the unstable variance of the error term to 
become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
heteroscedasticty was not found to be a problem in the 
analyses of the study.  
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null hypothesis can be rejected with absolute confidence. 
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significance the t value were all greater in absolute terms 
than all the computed t values obtained.  Hence, under the 
null hypothesis that a given coefficient value was zero we, 
rejected the null hypothesis. 

All the computed F values were greater than the critical
F value and they followed F distribution with 3 and 36 
degrees of freedom in the numerator and denominator 
respectively.  (Note that there are 37 observations and three 
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much as or greater than the one from a given result was 
almost zero i.e. 000000.0  leading to the rejection of the 
hypothesis that together the three variables had no effect on 
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multiple determination, 2R and adjusted 2R (i.e. 2R ) a 
measure of the proportion of variations in the independent 
variable explained by the regression line, showed that the 
independent variables together could explain over 93 
percent of the variations in the dependent variable.  In all 
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computed Durbin-Watson statistic ..WD was greater than 
the table 60.1..  UdWD at 5 percent level of 
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Koenker–Bassett (KB) test for Heteroscedasticity was used 
to test whether the models used in making conclusions 
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be rejected.  Therefore with a 0000.0 valuep the 
null hypothesis can be rejected with absolute confidence. 

Also for 36 degrees of freedom at 001.0 level of 
significance the t value were all greater in absolute terms 
than all the computed t values obtained.  Hence, under the 
null hypothesis that a given coefficient value was zero we, 
rejected the null hypothesis. 

All the computed F values were greater than the critical
F value and they followed F distribution with 3 and 36 
degrees of freedom in the numerator and denominator 
respectively.  (Note that there are 37 observations and three 
explanatory variables).  From the table we found that in all 

regressions cases the F value was significant at 1 percent 
level of significance. 

Therefore, form all the regressions results we rejected the 
null hypotheses that in each case the three independent 
variables jointly had no effect on the dependent variable.  
Also, in each of the five regression results, the

statisticp  of obtaining the respective F value as 
much as or greater than the one from a given result was 
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hypothesis that together the three variables had no effect on 
the independent variable.  
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multiple determination, 2R and adjusted 2R (i.e. 2R ) a 
measure of the proportion of variations in the independent 
variable explained by the regression line, showed that the 
independent variables together could explain over 93 
percent of the variations in the dependent variable.  In all 
the five regression results with 37 degrees of freedom the 
computed Durbin-Watson statistic ..WD was greater than 
the table 60.1..  UdWD at 5 percent level of 
significance, confirming that there was no serial correlation 
(i.e. autocorrelation) problem. 

Koenker–Bassett (KB) test for Heteroscedasticity was used 
to test whether the models used in making conclusions 
were homoscedastic (i.e. having constant variance). The 
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Where tŶ are estimated values of tY in form of the original 

model. The null hypothesis is that .02   
When the null hypothesis is accepted we conclude that 
there is no heteroscedasticity.  Otherwise, when the null 
hypothesis is rejected we conclude that there is presence of 
heteroscedaticity in a model. The null hypothesis is tested 
by employing the usual t  test or F test.  If the model is 

double log then the residuals are regressed on .)ˆ(log 2Y   
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egression causes the unstable variance of the error term to 
become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
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be rejected.  Therefore with a 0000.0 valuep the 
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degrees of freedom in the numerator and denominator 
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analyses of the study.  

Tests of Hypotheses 
Using data from UAE from 1970 to 2010 consisting of 40 
to 41 observations after adjusting endpoints we obtained 
the regression models given below.  In all the regression 
results the ,000000.0 StatisticF

.0000.0 valuep  The valuep   is the probability 
of obtaining a value of t   test statistic as much as or grater 
than the computed t value.  In other words the valuep   
is the lowest significance at which the null hypothesis can 
be rejected.  Therefore with a 0000.0 valuep the 
null hypothesis can be rejected with absolute confidence. 

Also for 36 degrees of freedom at 001.0 level of 
significance the t value were all greater in absolute terms 
than all the computed t values obtained.  Hence, under the 
null hypothesis that a given coefficient value was zero we, 
rejected the null hypothesis. 

All the computed F values were greater than the critical
F value and they followed F distribution with 3 and 36 
degrees of freedom in the numerator and denominator 
respectively.  (Note that there are 37 observations and three 
explanatory variables).  From the table we found that in all 

regressions cases the F value was significant at 1 percent 
level of significance. 

Therefore, form all the regressions results we rejected the 
null hypotheses that in each case the three independent 
variables jointly had no effect on the dependent variable.  
Also, in each of the five regression results, the

statisticp  of obtaining the respective F value as 
much as or greater than the one from a given result was 
almost zero i.e. 000000.0  leading to the rejection of the 
hypothesis that together the three variables had no effect on 
the independent variable.  

In each of the fifteen results given below, the coefficient of 
multiple determination, 2R and adjusted 2R (i.e. 2R ) a 
measure of the proportion of variations in the independent 
variable explained by the regression line, showed that the 
independent variables together could explain over 93 
percent of the variations in the dependent variable.  In all 
the five regression results with 37 degrees of freedom the 
computed Durbin-Watson statistic ..WD was greater than 
the table 60.1..  UdWD at 5 percent level of 
significance, confirming that there was no serial correlation 
(i.e. autocorrelation) problem. 

Koenker–Bassett (KB) test for Heteroscedasticity was used 
to test whether the models used in making conclusions 
were homoscedastic (i.e. having constant variance). The 
KB test for heteroscedasticity is based on squared residuals 
i.e. .ˆ2
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In the KB test the squared residuals are regressed on the 
squared estimated values of the regressand. In the KB test 
the original model is usually specified as 
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Where tŶ are estimated values of tY in form of the original 

model. The null hypothesis is that .02   
When the null hypothesis is accepted we conclude that 
there is no heteroscedasticity.  Otherwise, when the null 
hypothesis is rejected we conclude that there is presence of 
heteroscedaticity in a model. The null hypothesis is tested 
by employing the usual t  test or F test.  If the model is 

double log then the residuals are regressed on .)ˆ(log 2Y   
One advantage of the KB test is that it is applicable even if 
the error term in the original model is not normally 
distributed (Gujarati 2003, p. 415). Finally the advantage of 
differencing, taking logarithms or using growth rates 
caused all the models used in making the empirical 
analyses to become homoscedastic. 
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null hypothesis that a given coefficient value was zero we, 
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the table 60.1..  UdWD at 5 percent level of 
significance, confirming that there was no serial correlation 
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become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
heteroscedasticty was not found to be a problem in the 
analyses of the study.  
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Using data from UAE from 1970 to 2010 consisting of 40 
to 41 observations after adjusting endpoints we obtained 
the regression models given below.  In all the regression 
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of obtaining a value of t   test statistic as much as or grater 
than the computed t value.  In other words the valuep   
is the lowest significance at which the null hypothesis can 
be rejected.  Therefore with a 0000.0 valuep the 
null hypothesis can be rejected with absolute confidence. 

Also for 36 degrees of freedom at 001.0 level of 
significance the t value were all greater in absolute terms 
than all the computed t values obtained.  Hence, under the 
null hypothesis that a given coefficient value was zero we, 
rejected the null hypothesis. 

All the computed F values were greater than the critical
F value and they followed F distribution with 3 and 36 
degrees of freedom in the numerator and denominator 
respectively.  (Note that there are 37 observations and three 
explanatory variables).  From the table we found that in all 

regressions cases the F value was significant at 1 percent 
level of significance. 

Therefore, form all the regressions results we rejected the 
null hypotheses that in each case the three independent 
variables jointly had no effect on the dependent variable.  
Also, in each of the five regression results, the

statisticp  of obtaining the respective F value as 
much as or greater than the one from a given result was 
almost zero i.e. 000000.0  leading to the rejection of the 
hypothesis that together the three variables had no effect on 
the independent variable.  

In each of the fifteen results given below, the coefficient of 
multiple determination, 2R and adjusted 2R (i.e. 2R ) a 
measure of the proportion of variations in the independent 
variable explained by the regression line, showed that the 
independent variables together could explain over 93 
percent of the variations in the dependent variable.  In all 
the five regression results with 37 degrees of freedom the 
computed Durbin-Watson statistic ..WD was greater than 
the table 60.1..  UdWD at 5 percent level of 
significance, confirming that there was no serial correlation 
(i.e. autocorrelation) problem. 
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to test whether the models used in making conclusions 
were homoscedastic (i.e. having constant variance). The 
KB test for heteroscedasticity is based on squared residuals 
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becomes .)ˆ(ˆ 2
10

2
tt vYu    
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by employing the usual t  test or F test.  If the model is 
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One advantage of the KB test is that it is applicable even if 
the error term in the original model is not normally 
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Hence, differencing a time series before running a 
egression causes the unstable variance of the error term to 
become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
heteroscedasticty was not found to be a problem in the 
analyses of the study.  

Tests of Hypotheses 
Using data from UAE from 1970 to 2010 consisting of 40 
to 41 observations after adjusting endpoints we obtained 
the regression models given below.  In all the regression 
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of obtaining a value of t   test statistic as much as or grater 
than the computed t value.  In other words the valuep   
is the lowest significance at which the null hypothesis can 
be rejected.  Therefore with a 0000.0 valuep the 
null hypothesis can be rejected with absolute confidence. 

Also for 36 degrees of freedom at 001.0 level of 
significance the t value were all greater in absolute terms 
than all the computed t values obtained.  Hence, under the 
null hypothesis that a given coefficient value was zero we, 
rejected the null hypothesis. 

All the computed F values were greater than the critical
F value and they followed F distribution with 3 and 36 
degrees of freedom in the numerator and denominator 
respectively.  (Note that there are 37 observations and three 
explanatory variables).  From the table we found that in all 

regressions cases the F value was significant at 1 percent 
level of significance. 

Therefore, form all the regressions results we rejected the 
null hypotheses that in each case the three independent 
variables jointly had no effect on the dependent variable.  
Also, in each of the five regression results, the

statisticp  of obtaining the respective F value as 
much as or greater than the one from a given result was 
almost zero i.e. 000000.0  leading to the rejection of the 
hypothesis that together the three variables had no effect on 
the independent variable.  

In each of the fifteen results given below, the coefficient of 
multiple determination, 2R and adjusted 2R (i.e. 2R ) a 
measure of the proportion of variations in the independent 
variable explained by the regression line, showed that the 
independent variables together could explain over 93 
percent of the variations in the dependent variable.  In all 
the five regression results with 37 degrees of freedom the 
computed Durbin-Watson statistic ..WD was greater than 
the table 60.1..  UdWD at 5 percent level of 
significance, confirming that there was no serial correlation 
(i.e. autocorrelation) problem. 
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to test whether the models used in making conclusions 
were homoscedastic (i.e. having constant variance). The 
KB test for heteroscedasticity is based on squared residuals 
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Where tŶ are estimated values of tY in form of the original 
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One advantage of the KB test is that it is applicable even if 
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egression causes the unstable variance of the error term to 
become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
heteroscedasticty was not found to be a problem in the 
analyses of the study.  
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is the lowest significance at which the null hypothesis can 
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rejected the null hypothesis. 
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measure of the proportion of variations in the independent 
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computed Durbin-Watson statistic ..WD was greater than 
the table 60.1..  UdWD at 5 percent level of 
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Hence, differencing a time series before running a 
egression causes the unstable variance of the error term to 
become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
heteroscedasticty was not found to be a problem in the 
analyses of the study.  

Tests of Hypotheses 
Using data from UAE from 1970 to 2010 consisting of 40 
to 41 observations after adjusting endpoints we obtained 
the regression models given below.  In all the regression 
results the ,000000.0 StatisticF

.0000.0 valuep  The valuep   is the probability 
of obtaining a value of t   test statistic as much as or grater 
than the computed t value.  In other words the valuep   
is the lowest significance at which the null hypothesis can 
be rejected.  Therefore with a 0000.0 valuep the 
null hypothesis can be rejected with absolute confidence. 

Also for 36 degrees of freedom at 001.0 level of 
significance the t value were all greater in absolute terms 
than all the computed t values obtained.  Hence, under the 
null hypothesis that a given coefficient value was zero we, 
rejected the null hypothesis. 

All the computed F values were greater than the critical
F value and they followed F distribution with 3 and 36 
degrees of freedom in the numerator and denominator 
respectively.  (Note that there are 37 observations and three 
explanatory variables).  From the table we found that in all 

regressions cases the F value was significant at 1 percent 
level of significance. 

Therefore, form all the regressions results we rejected the 
null hypotheses that in each case the three independent 
variables jointly had no effect on the dependent variable.  
Also, in each of the five regression results, the

statisticp  of obtaining the respective F value as 
much as or greater than the one from a given result was 
almost zero i.e. 000000.0  leading to the rejection of the 
hypothesis that together the three variables had no effect on 
the independent variable.  

In each of the fifteen results given below, the coefficient of 
multiple determination, 2R and adjusted 2R (i.e. 2R ) a 
measure of the proportion of variations in the independent 
variable explained by the regression line, showed that the 
independent variables together could explain over 93 
percent of the variations in the dependent variable.  In all 
the five regression results with 37 degrees of freedom the 
computed Durbin-Watson statistic ..WD was greater than 
the table 60.1..  UdWD at 5 percent level of 
significance, confirming that there was no serial correlation 
(i.e. autocorrelation) problem. 

Koenker–Bassett (KB) test for Heteroscedasticity was used 
to test whether the models used in making conclusions 
were homoscedastic (i.e. having constant variance). The 
KB test for heteroscedasticity is based on squared residuals 
i.e. .ˆ2
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Where tŶ are estimated values of tY in form of the original 

model. The null hypothesis is that .02   
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hypothesis is rejected we conclude that there is presence of 
heteroscedaticity in a model. The null hypothesis is tested 
by employing the usual t  test or F test.  If the model is 

double log then the residuals are regressed on .)ˆ(log 2Y   
One advantage of the KB test is that it is applicable even if 
the error term in the original model is not normally 
distributed (Gujarati 2003, p. 415). Finally the advantage of 
differencing, taking logarithms or using growth rates 
caused all the models used in making the empirical 
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null hypothesis that a given coefficient value was zero we, 
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measure of the proportion of variations in the independent 
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the five regression results with 37 degrees of freedom the 
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the table 60.1..  UdWD at 5 percent level of 
significance, confirming that there was no serial correlation 
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become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
heteroscedasticty was not found to be a problem in the 
analyses of the study.  
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Using data from UAE from 1970 to 2010 consisting of 40 
to 41 observations after adjusting endpoints we obtained 
the regression models given below.  In all the regression 
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.0000.0 valuep  The valuep   is the probability 
of obtaining a value of t   test statistic as much as or grater 
than the computed t value.  In other words the valuep   
is the lowest significance at which the null hypothesis can 
be rejected.  Therefore with a 0000.0 valuep the 
null hypothesis can be rejected with absolute confidence. 

Also for 36 degrees of freedom at 001.0 level of 
significance the t value were all greater in absolute terms 
than all the computed t values obtained.  Hence, under the 
null hypothesis that a given coefficient value was zero we, 
rejected the null hypothesis. 

All the computed F values were greater than the critical
F value and they followed F distribution with 3 and 36 
degrees of freedom in the numerator and denominator 
respectively.  (Note that there are 37 observations and three 
explanatory variables).  From the table we found that in all 

regressions cases the F value was significant at 1 percent 
level of significance. 

Therefore, form all the regressions results we rejected the 
null hypotheses that in each case the three independent 
variables jointly had no effect on the dependent variable.  
Also, in each of the five regression results, the

statisticp  of obtaining the respective F value as 
much as or greater than the one from a given result was 
almost zero i.e. 000000.0  leading to the rejection of the 
hypothesis that together the three variables had no effect on 
the independent variable.  

In each of the fifteen results given below, the coefficient of 
multiple determination, 2R and adjusted 2R (i.e. 2R ) a 
measure of the proportion of variations in the independent 
variable explained by the regression line, showed that the 
independent variables together could explain over 93 
percent of the variations in the dependent variable.  In all 
the five regression results with 37 degrees of freedom the 
computed Durbin-Watson statistic ..WD was greater than 
the table 60.1..  UdWD at 5 percent level of 
significance, confirming that there was no serial correlation 
(i.e. autocorrelation) problem. 
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to test whether the models used in making conclusions 
were homoscedastic (i.e. having constant variance). The 
KB test for heteroscedasticity is based on squared residuals 
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One advantage of the KB test is that it is applicable even if 
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Hence, differencing a time series before running a 
egression causes the unstable variance of the error term to 
become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
heteroscedasticty was not found to be a problem in the 
analyses of the study.  

Tests of Hypotheses 
Using data from UAE from 1970 to 2010 consisting of 40 
to 41 observations after adjusting endpoints we obtained 
the regression models given below.  In all the regression 
results the ,000000.0 StatisticF

.0000.0 valuep  The valuep   is the probability 
of obtaining a value of t   test statistic as much as or grater 
than the computed t value.  In other words the valuep   
is the lowest significance at which the null hypothesis can 
be rejected.  Therefore with a 0000.0 valuep the 
null hypothesis can be rejected with absolute confidence. 

Also for 36 degrees of freedom at 001.0 level of 
significance the t value were all greater in absolute terms 
than all the computed t values obtained.  Hence, under the 
null hypothesis that a given coefficient value was zero we, 
rejected the null hypothesis. 

All the computed F values were greater than the critical
F value and they followed F distribution with 3 and 36 
degrees of freedom in the numerator and denominator 
respectively.  (Note that there are 37 observations and three 
explanatory variables).  From the table we found that in all 

regressions cases the F value was significant at 1 percent 
level of significance. 

Therefore, form all the regressions results we rejected the 
null hypotheses that in each case the three independent 
variables jointly had no effect on the dependent variable.  
Also, in each of the five regression results, the

statisticp  of obtaining the respective F value as 
much as or greater than the one from a given result was 
almost zero i.e. 000000.0  leading to the rejection of the 
hypothesis that together the three variables had no effect on 
the independent variable.  

In each of the fifteen results given below, the coefficient of 
multiple determination, 2R and adjusted 2R (i.e. 2R ) a 
measure of the proportion of variations in the independent 
variable explained by the regression line, showed that the 
independent variables together could explain over 93 
percent of the variations in the dependent variable.  In all 
the five regression results with 37 degrees of freedom the 
computed Durbin-Watson statistic ..WD was greater than 
the table 60.1..  UdWD at 5 percent level of 
significance, confirming that there was no serial correlation 
(i.e. autocorrelation) problem. 
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to test whether the models used in making conclusions 
were homoscedastic (i.e. having constant variance). The 
KB test for heteroscedasticity is based on squared residuals 
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One advantage of the KB test is that it is applicable even if 
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Hence, differencing a time series before running a 
egression causes the unstable variance of the error term to 
become constant.  Thus, since differencing and taking 
logarithms are employed in the analyses, the 
heteroscedasticty was not found to be a problem in the 
analyses of the study.  
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null hypothesis can be rejected with absolute confidence. 
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than all the computed t values obtained.  Hence, under the 
null hypothesis that a given coefficient value was zero we, 
rejected the null hypothesis. 
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almost zero i.e. 000000.0  leading to the rejection of the 
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measure of the proportion of variations in the independent 
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percent of the variations in the dependent variable.  In all 
the five regression results with 37 degrees of freedom the 
computed Durbin-Watson statistic ..WD was greater than 
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becomes .)ˆ(ˆ 2
10

2
tt vYu    
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rejected the null hypothesis. 

All the computed F values were greater than the critical
F value and they followed F distribution with 3 and 36 
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respectively.  (Note that there are 37 observations and three 
explanatory variables).  From the table we found that in all 

regressions cases the F value was significant at 1 percent 
level of significance. 

Therefore, form all the regressions results we rejected the 
null hypotheses that in each case the three independent 
variables jointly had no effect on the dependent variable.  
Also, in each of the five regression results, the

statisticp  of obtaining the respective F value as 
much as or greater than the one from a given result was 
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hypothesis that together the three variables had no effect on 
the independent variable.  
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multiple determination, 2R and adjusted 2R (i.e. 2R ) a 
measure of the proportion of variations in the independent 
variable explained by the regression line, showed that the 
independent variables together could explain over 93 
percent of the variations in the dependent variable.  In all 
the five regression results with 37 degrees of freedom the 
computed Durbin-Watson statistic ..WD was greater than 
the table 60.1..  UdWD at 5 percent level of 
significance, confirming that there was no serial correlation 
(i.e. autocorrelation) problem. 
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to test whether the models used in making conclusions 
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Where tŶ are estimated values of tY in form of the original 

model. The null hypothesis is that .02   
When the null hypothesis is accepted we conclude that 
there is no heteroscedasticity.  Otherwise, when the null 
hypothesis is rejected we conclude that there is presence of 
heteroscedaticity in a model. The null hypothesis is tested 
by employing the usual t  test or F test.  If the model is 

double log then the residuals are regressed on .)ˆ(log 2Y   
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This model was constructed on assumption that disposable 
income was a function of capital and labor only.  Thus the 
model derived was given by 
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was derived from the annual series of investments levels I  
using the expression .1 ttt IKK    

Having derived both the capital and labor stock series the 
coefficients on both labor and capital and  respectively, 
the parameters were employed in deriving the series for 
level of technology )/( 438835.0076456.0 LKYA  in 
accordance with the celebrated Cobb-Douglas production 
function. 

In Table 3 we deduced that one unit change in the level of 
technology was found to have caused output to change by 
384876 units. Whereas one unit change in capital or labor 
could have caused output to change by 0.071505 units or 
0.556511respectively within the given period. 

 
From Table 4 we concluded that in one way or the other 
one percent increase in technical progress could have 
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promoted labor growth was the same amount by which labor 
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percent rise in economic growth whereas one percent growth 
in labor productivity was accompanied by 1.782006 percent 
decline in labor stock.  
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From Tables 5 and 6 we discovered that technical progress 
contributed	significantly	to	capital	accumulation	(i.e.	growth	
in capital stock in the UAE within the 1972 to 2010 period i.e. 
1 percent increase in level of technology could have caused 
capital stock to grow by 1.66 percent.  

Similarly, from Tables 7 and 8 we found that technological 
advancement contributed greatly towards employment gen-
eration (i.e. increase in labor stock) in UAE within the afore-
mentioned period i.e. 1 percent growth in level of technology 
could have caused labor stock to grow by 2.06 percent.  Tech-
nological progress appears to result in either capital accumu-
lation or employment generation because technical progress 
leads to dramatic increase in economic growth and part of 
the earnings derived from output sold could be used in hiring 
more labor or purchase of more capital goods.  

The rate at which capital productivity was deleting capital 
stock was found to be equal to the level of technological 
progress.  Similarly, the rate at which labor productivity was 
deleting labor stock was found to be equal to the level of tech-
nological progress.  
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The result could mean that increase in productivity is always 
accompanied by productivity since productivity comes about 
due	to	use	of	new	and	more	efficient	techniques	of	produc-
tion.

According to Table 11 technical progress in the UAE was 
found to be labor deepening because marginal product of la-
bor was found to have risen faster than that of capital.  Mar-
ginal product of labor rose by 0.854521 per annum whereas 
that of capital rose by 0.029972 per annum.

As depicted by Table 12, 13 and 14 both employment growth 
and technical progress were found to be promoting export 
growth. 

Whereas from results in Table 13 we could deduce that labor 
productivity growth was causing decline in export growth.

From results in Tables 14 and 15 we could deduce that ex-
port and import growth were reinforcing each other.  Imports 
might have increased exports via increase in imported raw 
and increase in production of more goods for exports.  Also 
increase in exports could have increased the capacity of the 
UAE to imports more goods and services within the given 
period. 
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However, as depicted by results in Table 15 technological 
progress was found to be an important factor in reduction 
of imports growth.  That could have been the case because 
technical progress might have made the UAE to produce 
more goods both for her home consumption and exports. 

Conclusion 
Theoretical models developed were empirically tested after 
transforming them into the relevant econometric models. 
The macroeconomic data on UAE collected from the 
United Nations Statistics were used in conducting the 
relevant hypothesis tests and empirical analyses. The study 
found that in United Arab Emirates (UAE) between 1970 
and 2010 the following happened:  

(1) Growth in technological progress resulted in economic 
growth.  

(2) Increase in either capital productivity or labor 
productivity gave rise to reduction in economic growth.   
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growth. 

(2) Increase in either capital productivity or labor productiv-
ity gave rise to reduction in economic growth.  

Either capital or labor productivity could have caused reduc-
tion in economic growth because labor productivity growth 
might have caused workers to enjoy more leisure instead of 
working more or growth in capital productivity could have 
made	capital	more	efficient	and	resulted	in	more	idle	capac-
ity; thus causing depletion of output through reduction in the 
amount of capital or labor used in production. 

(3) Within the feasible region of production either capital 
productivity	 or	 labor	 productivity	 had	 a	 negative	 influence	
on growth.  

(4) In the short-run and within the infeasible region of pro-
duction either capital productivity or labor productivity had 
positive	influence	on	economic	growth.		

(5) Growth in either labor or capital productivity could have 
influenced	 economic	 growth	 through	 the	 growth	 in	 either	
capital or labor. 

(6) Technical progress in UAE was labor deepening within 
the given because rise in the marginal product of labor was 
found to be greater than that of marginal product of capital. 

(7) Technological progress in the UAE stimulated export 
growth,	 whereas	 it	 had	 a	 negative	 influence	 on	 imports.		
Growth in exports and exports reinforced one another, prob-
ably because, increase in imported raw materials stimulate 
more production of export goods, while earnings from ex-
ports can be used to more raw materials for production of 
goods for exports.
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comes about due to use of new and more efficient 
techniques of production. 

According to Table 11 technical progress in the UAE was 
found to be labor deepening because marginal product of 
labor was found to have risen faster than that of capital.  
Marginal product of labor rose by 0.854521 per annum 
whereas that of capital rose by 0.029972 per annum. 

As depicted by Table 12, 13 and 14 both employment 
growth and technical progress were found to be promoting 
export growth.  

Whereas from results in Table 13 we could deduce that 
labor productivity growth was causing decline in export 
growth. 

From results in Tables 14 and 15 we could deduce that 
export and import growth were reinforcing each other.  
Imports might have increased exports via increase in 
imported raw and increase in production of more goods for 
exports.  Also increase in exports could have increased the 

capacity of the UAE to imports more goods and services 
within the given period.  

 
However, as depicted by results in Table 15 technological 
progress was found to be an important factor in reduction 
of imports growth.  That could have been the case because 
technical progress might have made the UAE to produce 
more goods both for her home consumption and exports. 

Conclusion 
Theoretical models developed were empirically tested after 
transforming them into the relevant econometric models. 
The macroeconomic data on UAE collected from the 
United Nations Statistics were used in conducting the 
relevant hypothesis tests and empirical analyses. The study 
found that in United Arab Emirates (UAE) between 1970 
and 2010 the following happened:  

(1) Growth in technological progress resulted in economic 
growth.  

(2) Increase in either capital productivity or labor 
productivity gave rise to reduction in economic growth.   

9 

 

was deleting labor stock was found to be equal to the level 
of technological progress.   

 
The result could mean that increase in productivity is 
always accompanied by productivity since productivity 
comes about due to use of new and more efficient 
techniques of production. 

According to Table 11 technical progress in the UAE was 
found to be labor deepening because marginal product of 
labor was found to have risen faster than that of capital.  
Marginal product of labor rose by 0.854521 per annum 
whereas that of capital rose by 0.029972 per annum. 

As depicted by Table 12, 13 and 14 both employment 
growth and technical progress were found to be promoting 
export growth.  

Whereas from results in Table 13 we could deduce that 
labor productivity growth was causing decline in export 
growth. 

From results in Tables 14 and 15 we could deduce that 
export and import growth were reinforcing each other.  
Imports might have increased exports via increase in 
imported raw and increase in production of more goods for 
exports.  Also increase in exports could have increased the 

capacity of the UAE to imports more goods and services 
within the given period.  

 
However, as depicted by results in Table 15 technological 
progress was found to be an important factor in reduction 
of imports growth.  That could have been the case because 
technical progress might have made the UAE to produce 
more goods both for her home consumption and exports. 

Conclusion 
Theoretical models developed were empirically tested after 
transforming them into the relevant econometric models. 
The macroeconomic data on UAE collected from the 
United Nations Statistics were used in conducting the 
relevant hypothesis tests and empirical analyses. The study 
found that in United Arab Emirates (UAE) between 1970 
and 2010 the following happened:  

(1) Growth in technological progress resulted in economic 
growth.  

(2) Increase in either capital productivity or labor 
productivity gave rise to reduction in economic growth.   

Jimmy Alani
Gulu University
P. O. Box 166
Gulu – Uganda

E-mail: j.alani@gu.ac.ug

9



Skyline Business Journal, Volume VIII-Issue 1-2012-2013

Dollar Based Exchange Rate System and Foreign Exchange Market
Volatility in Bangladesh

Taslim Hasan

Abstract:

This paper tries to find out the real causes of volatility in foreign exchange market in Bangladesh. For this purpose, performance 
of dollar based fiat currency regime compared to gold standard regime is analyzed, furnishing statistical data. Fixed, Pegged 
or floating exchange rate regime in this country have been behaving identically over the last forty years after independence 
and the dollar appreciated about 1200% during this period. The dollar based monetary system which is not backed by any 
real value makes the economy over a bubble one due to its unstable nature of inflation and interest rate. As a result, changing 
exchange rate system, government intervention or nonintervention is not the answer to this instability. Gold based stable 
currency is the perfect solution as it holds intrinsic value and makes the exchange rate smooth in international trade.   

Keywords: Forex Market, Fiat Currency, Gold Standard, Pegged System, Floating Exchange Rate and Bretton Woods.

1. Introduction 
From 1947 until independence in 1971, the present territory 
of Bangladesh was part of Pakistan. The exchange rate of the 
Pakistani rupee was fixed with the dollar in the early 1960s and 
remained unchanged until April 1972. In 1972 the exchange 
rate of taka, which replaced the rupee as the currency of the 
newly independent Bangladesh, was fixed against the pound 
sterling. However, because of the Bretton Woods exchange 
rate agreement, the taka also quasi-floated against the dollar 
through its link to sterling. Exchange rate was pegged to 
pound sterling from 1972-1979, peg to currency basket, with 
pound sterling as intervention currency from 1980-82 and  
peg to currency basket, with dollar as intervention currency 
from 1983-2002.

Bangladesh adopted a freely floating regime on May 30, 2003 
by abandoning the adjustable pegged system. During floating 
exchange rate regime the exchange rate has been determined 
by the demand and supply of the dollar. When the dollar 
supply is favorable the rate stays in favor of the Bangladeshi 
Taka (BDT) and vise-versa. This system is continuing and 
the market mechanism determines the exchange rate.
 
1.1 Objective of the Study
The main focus of this study is to analyze the volatility in 
foreign exchange market in Bangladesh. The study will 
explain the reasons of this volatility which persists over the 
last few decades and the reasons of recent extreme unusual 
behavior of the market.    

However, the specific objectives of this study are as follows:
• To find out the real causes of volatility in foreign exchange 

market. 
• To analyze and compare existing fiat currency regime and 

gold standard regime.
• To recommend some measures to make the market stable 

permanently.

1.2 Methodology of the Study
This article is descriptive in nature. Most of the data used in this 
article is secondary. Some primary data are collected through 
formal and informal interview of different top level financial 
experts. Bangladesh bank, newspaper reports and different 

other financial institutions are the sources of secondary data. 
Economic data during gold standard regime and the data of 
dollar regime indicate the instability and its degree. Gold 
standard and dollar standard are the basis on which exchange 
rate is determined. To analyze the gold standard regime, 
data is taken from economy of Britain as the gold standard 
regime was ended before the birth of Bangladesh. After the 
independence of Bangladesh  data is available which is under 
dollar regime (pegged to pound or dollar). Data of exchange 
rate was taken from 1974 as the country was liberated in 
December 16, 1971. After independence the market was 
not structured, so data was not available before 1974. Data 
showing 1971-1974 is also the data of 1974. Data before and 
after the introduction of the floating exchange rate were taken 
and analyzed to show the causes of currency instability under 
the dollar regime.

1.3 Scope and limitation of the study
• This study analyzes the subject matter from gold and dollar 

standard point of view, The Advantage or disadvantage 
of fixed or floating regime is not regarded in the analysis. 

• Most of the private financial institutions in Bangladesh 
were formed after 1990, so the primary data was limited 
and very few experts were found who have adequate 
information regarding exchange rate. There was limited 
secondary literature on the gold based international trade 
and exchange rate system. 

1.4 Literature Review
There has been extensive literature written on foreign 
exchange market and its behavior in Bangladesh. Hossain 
(2002) investigates the exchange rate responses to inflation 
in Bangladesh for the period 1973-1999. He finds that the 
effect of devaluation on inflation during the fixed exchange 
rate regime was not significant, and he claims the results to 
be robust for the whole sample period.  Rahman and Basher 
(2001) have estimated the equilibrium real exchange rate 
as well as exchange rate misalignment for the period 1977-
1998. They find that  trade liberalization and increase in debt 
service burden result in a real  depreciation of the currency; 
while increase in capital inflow, improvement in  terms of 
trade, and increase in government consumption of non-
tradable result  in a real appreciation of the currency.
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Some recent studies try to explain the behavior of nominal 
exchange rates of Bangladesh after its transition to the 
floating rate regime. By doing a correlation analysis, Rahman 
and Barua (2006) explore the possible explanation of the 
exchange rate movement. Younus and Chowdhury (2006) 
made an attempt to analyze Bangladesh’s transition to floating 
regime and its impact on macroeconomic variables. They 
also find that currency depreciation boosted export growth 
in the floating regime. Chowdhury and Siddique (2006) have 
analyzed the exchange rate pass-through to domestic inflation 
in Bangladesh. Analyzing the data for the period 1997:07 to 
2005:03, they have not found any significant pass-through 
effect of exchange rate in Bangladesh. The findings however, 
appear to have been affected by measurement errors.

Hossain and Ahmed (2009) classified Bangladesh as a 
managed floating regime. They analyzed both the behavior of 
the nominal exchange rate and the real exchange rate. They 
claim, although Bangladesh was committed to maintaining 
a freely floating regime, its exchange rate policies were 
not consistent with the characteristics of freely exchange 
rate policies. He argued, Bangladesh pursues a managed 
floating rate regime. Shoaib (2009) identified significant and 
negative relationship between exchange rate volatility and 
international trade growth in Bangladesh. He used different 
quantitative techniques by considering the data from May 
2003 to December 2008. 

All of the studies were conducted on exchange rate under 
dollar based fiat currency framework. The problem of the 
dollar as a fiat currency is not identified in any research. In 
this study the author attempts to identify the dollar based 
system as a main cause of volatility.

2. Exchange Rate System in Bangladesh
Historically, Bangladesh had been maintaining various 
pegged exchange rate regimes, such as pegged to pound 
sterling (£):1972-1979; pegged to a basket of major trading 
partners’ currencies (£ as the intervening currency) 1980-
1982; pegged to a basket of major trading partners’ currencies 
(US$ as the intervening currency): 1983-1999; crawling band: 
2000-2003; floating exchange rate: May 30, 2003- Present.
The Bangladesh Bank (BB) set foreign currency exchange 
rate band free from any regulation on May 29, 2003. It came 
into effect, officially from June 1, Saturday, when banks 
started to fix buying and selling rates of dollar and other 
currencies according to supply and demand situation under 
the free-float system. The attraction of a floating exchange 
rate system is that, at least in theory, it provides a kind of 
automatic mechanism for keeping the balance of payments 
in equilibrium. 

The devaluations and their effects on the economy subjected 
the governments to regular criticism by those affected by the 
same. Under the floating rate system, the need for official 
devaluation of the currency will cease. The floating exchange 
rate system is not totally devoid of official influence. The 
Bangladesh Bank is likely to resort to buying and selling 
of foreign currency from time to time to indirectly play a 
stabilizing role in exchange rate operations. 

Donors had also been putting pressure on Bangladesh adopt 
the floating exchange rate system and reportedly, obtaining 
foreign assistance from them also depended somewhat on 
introducing the new floating exchange rate system. Hence, it 
can be argued that pressure from the International Monetary 
Fund (IMF) and the World Bank (WB) was an important 
factor behind the regime change.

3. Condition of Foreign Exchange Market in Bangladesh
Currency reserve in Bangladesh is now $10 billion (July 
2012). Though the country has enough reserve to meet its 
export payment demand, the taka is depreciating day by day. 
After liberation the price of US dollar (USD) was Tk. 7-8. 
At that time financial institutions were newly born and state 
owned. Exchange rate was Tk.14 (During 1975-1978) after 
denationalization policy was taken in 1976. Historical data to 
analyze the situation is shown in table I.

Table I: Yearly Exchange Rate-BDT/USD
(Fixed Rate Regime)

Table II: Yearly Exchange Rate BDT/USD
(Floating Rate Regime)

If we observe the exchange rate historically, it is evident 
that the rate is increasing year after year. Percentage change 
column shows the ups and downs of the rate and sometimes 
skyrocketing without any justified reasons. Change over the 
decade column shows the significant rise of the rate over a 
decade.

To make the market stable, floating exchange rate system 
was introduced in May 30, 2003 but the instability of the 
market continues anyway. The average change in exchange 
rate was 37.16% (1990-2002) which rose to 57.45% (2003-
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Year  (December 31) Exchange rate 
BDT/USD 

Yearly Change (%) Change/decade(%) 

1974 08.08   
1975 14.83 83.5% 
1976 14.95 0.81% 
1977 14.40 -3.6% 
1978 14.93 3.6% 
1979 15.64 4.7% 
1980 16.25 3.9% 1975-1988 

 
 
 
(32.27-
14.83)/14.83 
=117.6% 

1981 19.85 22.15% 
1982 24.07 21.25% 
1983 (October) 25.00 3.9% 
1984 26.00 4% 
1985 31.00 19.23% 
1986 30.00 -3.2% 
1987 31.20 4% 
1988 32.27 3.4% 
1990 35.79 10.9%  

1990-2002 
 
 
 
(49.09-
35.79)/35.79 
=37.16% 

1991 38.58 7.8% 
1992 (March) 39.90 3.4% 
1993 39.85 -0.13% 
1994 40.25 1.0% 
1995 40.75 1.2% 
1998 42.20 3.6% 
2000 43.89 4.0% 
2002 49.09 11.84% 
Source: Bangladesh Bank 

Table II: Yearly Exchange Rate BDT/USD (Floating Rate Regime) 

Year (December 31) Exchange rate 
BDT/USD 

Yearly Change (%) Change/decade 
(%) 

2003 52.142 6.2% 2003-2012 
 
 
 
(82.1-
52.142)/52.142 
=57.45% 

2004 55.807 7.0% 
2005 57.756 3.5% 
2006 58.150 0.68% 
2007 69.893 20.2% 
2008 68.554 -0.02% 
2009 69.270 1.0% 
2010 70.750 2.1% 
2011 81.990 15.9% 
2012 82.100 0.13% 
Source: Bangladesh Bank 
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2012) under the floating rate regime. Bangladesh did not get 
the advantages of metallic standard regime due to its birth 
after second world war and specially after 1971 when the 
IMF influences all its member countries to covert their gold 
based exchange rate systems to dollar based one. Bangladesh 
under this floating regime, will not be able to curb the foreign 
exchange market as it pertains to the dollar. This fluctuation 
problem is related to standard of currency and almost the same 
scenario persists in other south Asian countries neighboring 
Bangladesh.

Table III: Exchange rate of some third world countries 
with US dollar (Average January)

As shown in Table III, in comparison to the average change 
of currency rate in Bangladesh, 19.75% (2008-2012), the 
average change of currency rate in India and Pakistan is 
relatively high 35.96% and 44.85% respectively (2008-
2012). India’s economic policy reforms of 1991 sought to 
globalize. At the same time, India moved from a fixed to a 
floating exchange rate. However, the economy continued to 
have features of the closed economy and fixed exchange rate 
regime that had prevailed for a long period, even after rates 
were supposed to be market determined. Historically, the 
Indian forex market, which is basically the market for USD-
INR (Indian Rupee), has been within 1 to 4 percent monthly 
volatility. The exchange rate was broadly maintained within 
39 to 45 INR in last one year. (Neeti & Sethi, 2011) In 
December, 2012, the rate stood about INR 55/USD. 

The exchange rate regime in Pakistan has gone through 
five different phases. The first phase (1947-1972) of the 
Pakistan’s exchange rate policy was characterized by a fixed 
exchange rate regime. In the second phase (1972 – 1982) the 
rupee was unified and the system of multiple exchange rates, 
developed in 1960s, was abolished. In the third phase (1982-
1998) the rupee was put on the managed float system, and a 
targeted exchange rate policy was adopted to achieve a target 
path for the nominal effective rate of PKR (Pakistani Rupee). 
In the fourth phase (1999-2007) the multiple exchange rate 
system followed by a fixed pegged system was adopted to run 
the markets smoothly. In the fifth stage from 2007 onwards, 
managed floating exchange is in place to alleviate the impact 
of global financial crises and to put the economy on a growth 
path. (Nasir et. al., 2012) In spite of taking these initiatives 
one after another, the rate was not stable, in December, 2012 
it stood at about PKR 99/USD. 

The investment climate statement- Sri Lanka (2012) published 
by the US State Department, states Sri Lankan inflation 
decreased to 6% in 2011 which was double digit in the 
previous war years. Its exports grew by about 23% whereas 
imports grew by about 50% resulting in a massive trade deficit 
of $9 billion, up from $5.2 billion in 2010. In 2009, Sri Lanka 
received IMF assistance to overcome a balance of payments 
crisis. Increased foreign commercial borrowing reached $6 
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If we observe the exchange rate historically, it is evident that the rate is increasing year after 

year. Percentage change column shows the ups and downs of the rate and sometimes 

skyrocketing without any justified reasons. Change over the decade column shows the 

significant rise of the rate over a decade. 

 To make the market stable, floating exchange rate system was introduced in May 30, 2003 

but the instability of the market continues in anyway. The average change in exchange rate 

was 37.16% (1990-2002) which rose to 57.45% (2003-2012) under floating rate regime. 

Bangladesh did not get the advantages of metallic standard regime due to its birth after 

second world war and specially after 1971 when the IMF influences all its member countries 

to covert its gold based exchange rate system to dollar based one. Bangladesh under this 

floating regime will not be able to curb the foreign exchange market as it also pertaining to 

dollar. This fluctuation problem is related to standard of currency and almost same scenario 

persists in other south Asian neighbor countries of Bangladesh. 

Table III: Exchange rate of some third world countries with US dollar (Average January) 

Country 2008  2009 2010 2011 2012 (2008-2012)    
% change 

Bangladesh(USD/BDT) 68.554 69.27 70.75 81.99 82.10 19.75% 
India (USD/INR) 39.2 48.4 45.8 46.0 53.3 35.96% 
Pakistan(USD/PKR) 62.2 79.8 84.9 86.4 90.1 44.85% 
Sri Lanka(USD/LKR) 108.83 114.65 115.14 111.84 114.87 5.55% 
Source: Central Banks’ web 

As shown in Table III, in comparison to the average change of currency rate in Bangladesh, 

19.75% (2008-2012), the average change of currency rate in India and Pakistan is relatively 

high 35.96% and 44.85% respectively (2008-2012). India's economic policy reforms of 1991 

sought to globalize. At the same time, India moved from a fixed to a floating exchange rate. 

However, the economy continued to have features of the closed economy and fixed exchange 

rate regime that had prevailed for a long period, even after rates were supposed to be market 

billion (4 month of imports) in 2011. The IMF has cautioned 
Sri Lanka about the declining non borrowed reserves. Despite 
the widening current account deficit, the Central Bank of Sri 
Lanka intervened in the foreign exchange markets throughout 
2011 to keep the rupee stable until it was depreciated 3% in 
November. As a result the exchange rate decreased in 2011. 
The Lankan Rupee (LKR) is still overvalued and rising again.  
In November 2012, it stands at about LKR132/USD. 

From the above discussion it can be concluded that the US 
dollar is not doing well, the system of dollar as a reserve 
currency is the main cause of the problem. It is worth 
mentioning that all of the countries stated above follow the 
dollar standard regime. It is the fundamental reason behind 
the turmoil  in the foreign exchange market in Bangladesh.

4. Causes of the Instability 
The causes of instability in the foreign exchange market in 
Bangladesh are the exchange rate system under US dollar 
regime. Because of the fiat currency- the dollar, economy 
inherently creates inflation.  Purchasing power of fiat currency 
decreases over time which is time value of money. Time 
value of money concept revolves around interest manifesting 
as determinant of exchange rate. Elaborately, the causes can 
be identified as follows-
i) Inflation under dollar regime
ii) Interest rate under dollar regime

Inflation and interest do affect the exchange rate.  High 
inflation increases the exchange rate which would 
subsequently decrease the demand for various goods in 
foreign countries. This would decrease foreign currency in 
the producing country. As a general rule, a country with a 
consistently lower inflation rate exhibits a rising currency 
value, as its purchasing power increases relative to other 
currencies. Countries with higher inflation typically see 
depreciation in their currency in relation to the currencies of 
their trading partners. This is also usually accompanied by 
higher interest rates.

Table IV: Comparison of Inflation and Interest Rate 
with Exchange Rate

Table IV shows the relationship between inflation, interest 
rate and the exchange rate change over time. Bangladesh 
experienced high inflation during the early 1970s, caused 
primarily by excessive monetary expansion. Annual inflation 
averaged 48% during 1972-74, the highest rate the country 
had experienced since the 1950s. Exchange rate during this 
period was depreciated by 9%. The inflation rate situation 
declined sharply, to about 10% during 1975-79. Exchange 
rate also depreciated by about 9% a year during this period.  
In 1979 the government pegged currency to pound sterling 
(pound was pegged to dollar) as the intervention currency 
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Table IV: Comparison of Inflation and Interest Rate with Exchange Rate 

Year Exchange Rate  
(Depreciation against 
Dollar) 

CPI Inflation Rate 
(Average Yearly 
Change) 

Interest Rate 
(Average Yearly 
Change) 

1972-1974 9.3% 48.3% 35% 
1975-1979 9.2% 9.8% -8% 
1980-1982 7.3% 14.0% 2% 
1983-1990 7.4% 9.8% 7.8% 
1991-1999 1.9% 5.6% 10.2% 
2000-2002 7.92% 5.7% 11.4% 
2003-2012 6.92% 8.4% 8.2% 
Source: Bangladesh Bank (raw data) 

Table IV shows the relationship between inflation, interest rate and the exchange rate change 

over time. Bangladesh experienced high inflation during the early 1970s, caused primarily by 

excessive monetary expansion. Annual inflation averaged 48% during 1972-74, the highest 

rate the country had experienced since 1950s. Exchange rate during this period was 

depreciated by 9%. The inflation rate situation declined sharply, to about 10% during 1975-

79. Exchange rate also depreciated by about 9% a year during this period.  In 1979 the 

government pegged currency to pound sterling (pound was pegged to dollar) as the 

intervention currency resulting 7% depreciation of exchange rate during the next there years. 

Since 1983 taka is pegged to dollar till 2002. Exchange rate depreciated by about 7% a year 

during 1983-1990s. Annual inflations during 1991-99 averaged about 6%, yet the exchange 

rate depreciated by only 2%. The causes of less depreciation were political instability that 

affected inflation but not too much on exchange rate. Price spiral after 2000 was significant 

and crossed the single digit in 2008 (11.8%) though average inflation is single digit from 

2000-2012. (5.7%-8.4%) 

Interest rates, inflation and exchange rates are all highly correlated. By manipulating interest 

rates, central bank exerts influence over both inflation and exchange rates and changing 

interest rates, impact on inflation as well as currency value. Higher interest rates offer lenders 
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resulting 7% depreciation of exchange rate during the next 
there years. Since 1983 taka is pegged to dollar till 2002. 
Exchange rate depreciated by about 7% a year during 1983-
1990s. Annual inflations during 1991-99 averaged about 6%, 
yet the exchange rate depreciated by only 2%. The causes 
of less depreciation were political instability that affected 
inflation but not too much on exchange rate. Price spiral after 
2000 was significant and crossed the single digit in 2008 
(11.8%) though average inflation is single digit from 2000-
2012. (5.7%-8.4%)

Interest rates, inflation and exchange rates are all highly 
correlated. By manipulating interest rates, central bank exerts 
influence over both inflation and exchange rates and changing 
interest rates, impact on inflation as well as currency value. 
Higher interest rates offer lenders in an economy a higher 
return relative to other countries. Therefore, higher interest 
rates attract foreign capital and cause the exchange rate to 
rise. Table IV shows the relationship between interest and 
exchange rate. In 1975-79 interest rate was negative because 
of political ramification and financial maneuver. Exchange 
rate depreciated slightly (1.9%) though average interest rate 
changed  to 10.2% in 1991-1999 due to political instability 
and turmoil condition in financial market. Other than this 
incident, the exchange rate was dependent on interest rate 
like inflation.

After the introduction of a floating exchange rate the volatility 
appears tremendous. The depreciation of taka from 1990 to 
2002 before the introduction of a floating rate was 37.16%. 
(Table I, 1990-2012) After the introduction, the volatility 
increases and the depreciation of taka reaches 57.45% 
(Table I, 2003-2012). Very recent, the turmoil in the foreign 
exchange market draws attention to this when the value of 
the taka declined to Tk.85 against the dollar in January, 2012. 
The extreme upward trend under a floating regime is apparent 
from July 2010 to January 2012. Conversely, the exchange 
rate was always volatile and in an upward trend irrespective 
of pegged, fixed or floating regime as the data above shows 
(Table I, II & IV).

However, dollar based economy creates more inflation as fiat 
money has no value itself. Similarly, interest is attached to 
money as it is the price of money or rate of borrowing or 
expected return from investment. On the other hand, inflation 
has impact on exchange rate. Bangladesh is practicing dollar 
as its currency standard partially or fully from its inception 
which makes the economy inflationary making exchange 
market unstable. Statistical data of the foreign exchange rate 
from 1974 and comparative data of inflation and interest rate 
(Table IV) make it clear that the bubble economy (dollar 
based) is the main reason of volatility. United States, being 
global super power and pioneer of developed economy 
is stumbling persistently due to its paper based monetary 
system.(housing bubble, subprime mortgage) Bangladesh 
as a country of developing economy, by following the 
currency system suggested by IMF, is facing economic doom 
manifesting in foreign exchange  market volatility. (Table II)

5. Metallic Standard Makes the Market Stable
In metallic standard regime inflation is controlled and 

purchasing power of currency remains stable over a long 
period. Metallic regime does not allow supply of money 
indiscriminately. Before the money supply is to be increased, 
the monetary base- gold should be increased, that makes the 
currency stable. On the other hand, in international trade, 
exchange rate becomes stable due to the gold standard. 
Historical data of inflation in Britain is presented as a model 
of controlled inflationary economy under a gold standard 
regime. Table V shows the minimum inflation under gold a 
regime and a rising trend after abandoning the gold standard 
by Bretton Woods.

Table V: Inflation in UK: Gold vs. Fiat Currency 
Regime (Average Annual Change)

As  table V shows above, inflation was controlled under the 
gold standard regime. The change in inflation (1750-1914) 
was a maximum 2%; on average, percentage change was 
fractional. This stable inflation made the foreign exchange 
market stable that was persisted in the gold standard regime. 
After the First World War (WW1), the gold standard regime 
ceased to exist and inflation rose to 5.4% (1915-1925). While 
the gold standard resumed (1926-1931) inflation dropped 
and there was deflation of 2.1%. After the Second World 
War (WW2), the gold standard was abandoned again and 
inflation is persistent at 2.5 to 9.0 percentage range till today. 
Bangladesh was not born at that time period but the world got 
the benefit of a gold standard regime. 

Findings of the analysis, made on dollar based economic 
system indicate the requirement of a metallic standard, i.e. 
gold or silver. It will eradicate the problem we are facing 
today under dollar based regime. The following points will 
justify the benefits of a gold standard regime.
i) The gold basis necessitates the balance among gold reserve, 
real production and money circulation. It ensures the stability 
of exchange rates between various countries by smoothing 
the export import balance.

ii) If the gold standard was employed, central banks and 
governments would not be able to expand the issuance of 
banknotes without increasing gold reserve, which would 
control inflation making the price of commodities stable. 
(Table IV)

iii) Gold standard will make the economy interest free which 
is one of the main reasons for exchange market volatility.

6. Recommendations and Conclusion
As a gold standard is the most stable currency, the return to 
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the currency stable. On the other hand in international trade, exchange rate becomes stable 

due to gold standard. Historical data of inflation in Britain is presented as a model of 

controlled inflationary economy under gold standard regime. Table V shows the minimum 

inflation under gold regime and rising trend after abandoning gold standard by Bretton 

Woods. 

Table V: Inflation in UK: Gold vs. Fiat Currency Regime (Average Annual Change) 

Year Inflation  Currency Standard 
1750-1800 2% Gold Standard 
1801-1851 -1.2% Gold Standard 
1852-1902 0.03% Gold Standard 
1902-1914 0.5% Gold Standard 
1915-1925 5.4% Gold Abandoned during 

WW1 
1926-1931 -2.1% Gold Standard 
1932-1945 3.8% Gold Abandoned during 

WW2 
1946-1971 4.4% Gold Abandoned by 

Bretton Woods 
1972-1993 8.9% Fiat Currency 
1994-2003 2.6% Fiat Currency 
2004-2012 3.1% Fiat Currency 
Source: UK office of National Statistics 
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the gold standard requires the removal of the reasons that lead 
to abandoning it and the removal of the factors that lead to its 
decline. Bangladesh, to save its currency from decline and to 
turn back economically, requires the following:
• Inflation of the country should be curbed by stopping the 

fiat currency and restoring the dealings with a gold based 
currency.

• Interest based economy, i.e. capitalistic economic system 
should be converted to gold based-real production based 
economy. It will eradicate interest which is related to 
market volatility.  

• Fixed or floating regime should be converted to controlled 
open market policy. The government should trade with 
those countries whose currency will accelerate gold 
based economy, as USA did during 1971 by converting 
the currency system of all member countries of IMF into 
dollar based, surrendering gold reserve to IMF. 

• As for it to be implemented, Bangladesh should purchase 
gold and replace the dollar with it. The economic vision of 
the country can subdue the hindrances and influence trade 
partners to adopt gold standard. Inept policies, suggested 
and unduly influenced by IMF can never pave the way 
for solution. Independent economic policy of the country 
with vision to be a regional economic power is inevitable 
to achieve the goal. Bangladesh, an agricultural country 
having industrial investment opportunities, seemingly has 
bright future and penchant for turning into an economic 
power. 
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An Overview of Employee Suggestion Schemes:

The Past, Present and the Future

Flevy Lasrado 

Abstract:

Innovations are becoming increasingly important for organizations to remain competitive in the dynamic business environment. 
Employee Suggestions Systems (ESS) is a useful tool used in the organization to elicit employees’ creative ideas. Over the 
past decades, suggestion schemes have been studied from many perspectives. The objective of this paper is to present the 
history and evolution of suggestion schemes, from their early beginnings to sophisticated computer based systems that are 
widely popular in many countries. It begins with the discussion of origins of suggestion systems, followed by discussing 
how they have evolved over the years, and understands a typical process involved in suggestion system. The future model is 
discussed that can sustain and contribute significantly towards the success of the organizations. Through a literature review, 
it’s described the existing research on suggestion schemes to understand the critical drivers and barriers for the success of 
the suggestion schemes. This paper also cites and illustrates the well-known suggestion systems used by UAE organizations 
and their benefits. 

This paper should be of value to practitioners of suggestion schemes and to academicians who are interested in knowing how 
this program has evolved, and where it is today and what future it holds. This paper has assimilated the existing knowledge 
on suggestion systems to provide a quick run through to the field and has extended the search for drivers and barriers to 
suggestion scheme from creativity and innovation literature. 

Keywords: Employee, Suggestion System, Creativity, Innovation, Employee Involvement, Ideas Management. 

1. Introduction 
An Employee Suggestion Scheme (ESS) is described as 
a formalized mechanism that encourages employees to 
contribute constructive ideas for improving the organization 
in which they work (Milner et al., 1995). Another elaborate 
definition explains “suggestion schemes elicit suggestions 
from employees, classify them, and dispatch them to 
“experts” for evaluation” (Cooley et al., 2001). After this, the 
suggestion might be adopted, in which case the suggestion 
maker will be rewarded. But even if a suggestion is rejected, 
the suggestion maker may still be rewarded with a token 
gift. So the managers or dedicated committees evaluate the 
suggestions and implement the one that works (Chaneski, 
2006).  The reward may range from a certificate to a reward 
commensurate with the savings generated by the suggestion. 
Researchers in this area explain that the suggestion scheme is 
a mechanism or a tool that fosters creativity, elicits untapped 
reservoirs of ideas and fuels both product or process 
innovations, triggers a work place improvement, improves 
process effectiveness, saves money or helps generate new 
revenue and increases organizational commitment and 
accountability among employees (Carrier,1998;  Buech et al., 
2010;  Fairbank and William,2001.Townsend,2009;Islam, 
2007;Arthur et al., 2010 Lloyd,1996). Thus they are structured   
to have many goals and purposes (Kanna  et al., 2005).

There are others who view suggestion systems as mechanism 
to improve quality as well (Islam, 2007; Kanna et al., 
2005). It is a known fact that no one would know the job, 
its specific  processes( Darragh –Jeromos, 2005)  better than 
the employees themselves as they are on the shop floor and 
are experiencing the advantages of what they are doing(Du 
plessis et al., 2008). Therefore, the suggestion scheme can 

be an advantageous way to gather suggestions in the work 
place by fostering this concept and taping into all employee 
creativity (Darragh-Jeromo, 2005). 

Over the past decades, suggestion schemes have been studied 
from many perspectives. In this paper, our objective is to 
present the history and evolution of suggestion schemes, 
from their early beginnings to sophisticated computer based 
systems that are widely popular in many countries. We start 
by discussing the origins of the suggestion system, followed 
by how it has evolved over the years, and understand a 
typical process involved in the suggestion system. Through 
a literature review, we describe the existing research on 
suggestion schemes in order to understand the critical drivers 
and barriers for the success of suggestion schemes. This 
paper also identifies future research opportunities in this field.

The History and Evolution of the Suggestion Schemes
In 1721, Yoshimune Tokugawa, the 8th Shogun, placed 
a box called “Meyasubako” at the entrance of the Edo 
Castle for written suggestions from his subjects (Arif et al., 
2010). Although this is the most basic system known, an 
industrialized suggestion systems origin traces back to the 
19th century. In 1880, William Denny, a Scottish shipbuilder 
asked his employees to offer suggestions in order to build 
ships in better ways (Islam 2007).  Following this, the 
Kodak company became pioneer in this endeavor with its 
program being introduced in 1896 (Carrier, 1998). Industry 
associations, such as the Employee Involvement Association 
(EIA), then came into existence and they have contributed 
greatly to the increased formalization, objectivity, and 
professionalism of suggestion programs (Townsend,2009). 
Formerly, the National Association of Suggestion 
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Systems, the EIA has instituted educational, statistical, and 
professional development programs to raise the bar of best 
practices in the encouragement, evaluation, development, and 
implementation of ideas that add value to their organizations.  
The IdeasUK, UKs foremost association for the promotion 
of employee involvement programmes was founded in 1987, 
its prime purpose being to assist organizations  in both the 
public and private sector,  an organization with more than 
100 members worldwide. On the other hand in Japan the 
program was well known as the Kaizan Program. While 
Kaizen-oriented suggestion systems are primarily interested 
in generating many small improvements, western suggestion 
systems encourage the pursuit of innovation (Ohly et al., 
2006). Simultaneously, suggestion schemes also became 
popular in many countries and they have a considerable 
history that includes USA, Europe, Asia and the Middle East 
(Cooley et al., 2001).

The well-known suggestion schemes have been in existence 
for over 60 years and companies like Japan’s Toyotas and 
India’s Tata Steel Mill represent a usage of these historic 
systems. Around the 1990s suggestion schemes became 
increasingly popular. In 1994, one employee suggestion 
alone saved British Gas £4.4 million. The research around 
1996 reported that the world class suggestion systems are 
exceeding 40 ideas per person annually, with greater than 80 
percent implementation rates and high levels of participation 
(Savageau, 1996). The ETA 2004 annual suggestion program 
provided statistics from 41 of its member organizations in the 
United States. From this limited sample, a total of more than 
$811 million in savings and other benefits were realized as a 
result of employee suggestion programs (Townsend, 2009).  
The   latest 2009 Annual Survey of IdeasUK highlighted the 
following benefits amongst their membership organizations 
such as Boots, HSBC, Ministry of Defence and Dubai 
Aluminum. 
• Cost savings of over £100m with the average implemented 

idea worth £1,400.00.
• Return on Investment of at least 5:1.
• Employee involvement increased with average 

participation rates of 28%

The trend of cost savings due to employee suggestions 
continues till today. 

The Existing Research on Suggestion Systems
An illustration of a formal process involved in the suggestion 
schemes 
Suggestions systems have come a long way (Arif et al., 
2010) transiting from anonymous postboxes (Crail, 2006) or 
suggestion box to a sophisticated computer based electronic 
suggestion system (Fairbank and William 2001; Ahmed, 
2009). The suggestion system is a process of two or more   
stages comprising mainly the suggestion making, the 
evaluation and implementation of the idea (Van and Ende, 
2002; Prathur and Turrel, 2002; Lipponen et al., 2008; Bakker 
et al., 2006; Marx, 1995;Griffiths et al., 2006). There has 
been  a  negligence of research  on  the initial ideas generation 
phase that precedes  the innovation mainly because  one   
major group of researchers, who consider organizational 
creativity is fostered through the personal characteristics and 

motivations  of creative individuals turned its attention to 
context  and organizational factors(Carrier,1998).  

In recent times the suggestion schemes have also been known 
as Idea Capture Systems or Idea Management Systems.   
Leach (2006) claims that the Idea capture system can fall into 
four categories:
1. Centralized suggestion schemes
2. De-centralized suggestion schemes 
3. Work based systems 
4. Informal systems

Literature shows that the subject of suggestion schemes is 
multidisciplinary. Broadly the theoretical base for suggestion 
schemes emerges from the literature on creativity and 
innovation. This is mainly because the researchers describe 
suggestion systems as tools that stimulate creativity or 
innovation (Carrier,1998). Innovation begins with creative 
ideas (Amabile et al., 1996) and thus creativity and innovation 
are interlinked and the process in the suggestion system is 
mainly focused on eliciting the employee’s creative ideas 
and implementing them to fuel innovations. The creativity 
and innovation literature also highlights the contextual, 
organizational and individual factors that foster creativity and 
innovation but it is also evident that the contextual factors 
that foster creativity and innovation would also foster the 
suggestion making as well (Ohly et al.,2006). The factors 
cited to be drivers to creativity, suggestion system and 
innovation are identified   below.

Factors fostering Suggestion Making, Creativity and 
Innovation
A good suggestion scheme should play a vital role in 
improving communication and promoting and enhancing 
the sense of common purpose (McConville, 1990). People 
need social, informational, and economic support to be able 
to create something new (Majdar, 2005). The creativity in 
an organizational context emerges from a process of sharing 
information with other people within the organization 
(Bakker et al., 2006). Although the social networking alone 
cannot be considered as an important source of information 
for innovation (Bigliardi et al., 2009), the high quality social 
exchange relationships (Kudisch, 2006), social influences 
(Klijn et al., & 2010), collaboration (Björklund, 2010; 
Fairbank et al.,2001), and diverse group exchanges (Shalley 
et al.,2004) can stimulate employee creativity. Even in a field 
where innovation is essential, most of the acute challenges do 
not concern innovation skills, but rather the organizational 
context of innovation – the work communities’ culture, habits, 
and practices (Björklund, 2010). Creativity and innovation 
will only be sporadic occurrences and will not thrive without 
a supportive environment and culture (Malaviya & Wadhwa, 
2005;Amabile et al.,1996). Every organization has its own 
culture and needs, and its suggestion system should be 
molded around that (Marx, 1995). The organization structure 
often hinders tacit knowledge sharing by establishing wrong 
authorities (Alwis et al., 2008). Several studies have shown 
how certain organizational structures facilitate the creation 
of new products and processes, especially in relation to 
fast changing environments (Lam, 2010). Organization 
structures have to be modified in different industries so that 
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the organizational structure of a company or a department 
supports transfer and transmission of tacit knowledge in the 
best way (Alwis et al., 2008). 

Management practices of the organization play a role in 
the success of the suggestion programs (Carrier, 1998). 
Management has a responsibility to satisfy the need for 
employee participation and they are required to create a 
culture which is supportive of employee involvement in the 
decisions which affect their work (Reychav et al., 2010). 
Senior management ought to demonstrate their faith in the 
scheme, promote and support it and encourage all managers 
to view it as a positive force for continuous improvement 
(McConville, 1990). Management must get actively involved 
by creating the opportunities for employees to submit their 
ideas, get those ideas properly evaluated, give recognition 
when it is due and implement them as soon as possible (Du 
plessis, 2008). Converting managers, particularly those in the 
“middle” is crucial (McConville,1990). Undoubtly, people 
will produce creative work when they perceive for example 
that the management is required to encourage (Amabile et 
al., 1996). Therefore, an observable commitment from top 
management can encourage employee’s active participation 
in the scheme. 
   
Studies have shown that a traditional, autocratic management 
style results in low levels of employee engagement and 
motivation (Hayward, 2010).  Empowering leadership has 
the capacity to positively influence employee psychological 
empowerment -an element of importance in affecting creative 
outcome (Zhang, 2010). On the other hand leadership styles 
that include threats, intimidation, and coercive tactics appear 
to universally discourage creative behavior on the part of 
employees (Anderson et al., 2008). The coworker support 
(Madjar, 2008; Majdar 2005; Shalley et al., 2004; Arif et al., 
2010) is another important element that can trigger employees 
to make suggestions. Tatter (1975) notes that, the best way to 
kill the system is to let an idea remain in limbo for four, five 
or six months. The goal should be to completely process a 
suggestion in about 30 days – and in no more than 60 days. 
To handle employee creativity effectively, it is important 
to organize the process of idea extraction to idea follow-up 
properly, otherwise employees will not be motivated to put 
their ideas forward and many ideas will be lost (Van & Ende, 
2002). The knowledge possessed by individual employees 
can only lead to a firm competitive advantage if employees 
have the motivation and opportunity to share and utilize their 
individual knowledge in ways that benefit the organization 
(Arthur et al., 2005). Therefore the development of an 
infrastructure (Marx 1995) with simple methods (Hultgren, 
2008) for submitting suggestions (McConville, 1990) is a 
key aspect of the suggestion scheme. The companies’ lack of 
action on suggestions provided by non-managerial employees 
can de-motivate employees from participating in employee 
relation programs (Cho and Erdum, 2006).  Fairbank (2003) 
argues the formal Employee Suggestion Management 
systems(ESMS)s are superior to the stereotypical suggestion 
box because they make it easier for employees to submit ideas 
that will eventually be implemented, provide a transparent 
process for evaluating the suggestions, and generate timely 
feedback regarding the fate of the suggestions and any 

rewards they earn. Such a system can help to monitor the 
progress of the scheme on a regular basis (Hultgren, 2008). 
The more comfortable employees are with the format, the 
more suggestions will be received, and the more money will 
be saved (Mishra, 1994). 

Good ideas can come from anyone, at any level, any place, 
anytime (McConville, 1990; Majdar ,2005). Therefore a 
suggestion scheme should make all its employees at all levels 
eligible to participate (McConville, 1990; Lloyd, 1996). 
The involvement can be increased if employees develop a 
sense of belonging to the organization (Cruz et al., 2009). 
Empowerment is necessary so that the workers evaluate their 
own ideas before making a suggestion, as suggesting many 
ideas do not necessarily mean greater cost reduction and at 
the same time, it would be an added cost to process and may 
cause delays (Wynder, 2008). The biggest obstacles in the 
suggestion cycle lie in the area of review, evaluation and 
guidance (Neagoe et al., 2009).  When the review, evaluation 
and guidance aspect of the system functions properly, it can 
be a great motivating force that will attract many excellent 
proposals (Neagoe et al., 2009). If ideas are made public, these 
ideas, good and bad, could have started other creative ideas 
elsewhere in the organization (Stenmark, 2000). A modern 
well-managed suggestion scheme lies not in the immediate 
financial returns, but in the contribution made to achieving 
greater involvement and team- work (McConville,1990). 
Creative ideas are more often the product of social interaction 
and influence than of periods of thinking in isolation 
(Majdar, 2005) The cash rewards and recognition alone will 
not make a suggestion system successful (Strane,2000). 
Employee morale should be boosted by creating success 
stories and measuring the success of the scheme through the 
implementation of ideas (Marx, 1995; Hultgren, 2008; Lloyd, 
1996; Cho & Erdem 2006).

A suggestion system is clearly a money saver in an 
organization (Mishra, 1994). Employees must be rewarded 
not only with tangible but also intangible benefits (Ahmed 
2009). Incentives are important for employees to feel that 
submission of their useable ideas will be rewarded (Du plessis 
et al., 2008). It was also found that the volume of employee 
suggestions over time will be positively related to the amount 
of payout (Arthur et al., 2010). Depending on the attention 
given to advertising the schemes and how participation is 
rewarded, organizations could improve the return on the idea 
capture system (Leach et al., 2006). 

Individuals have the greatest possible number of characteristics 
that positively influence their creative performance (Muñoz-
Doyague, 2008). Keeping workers intrinsically motivated is 
the key part for improving creativity and performance. No 
doubt, intrinsic motivation is a universally important and 
substantial factor (Suh et al., 2008). Sending individuals to 
state-of- the-art seminars, training programs, and conferences 
as a reward for their creativity might increase the positive 
impact (Griffiths-hemans et al., 2006).  This will be the 
energy of renewal and the drive to a successful future. 

The Barriers to suggestion systems
Research also reports on barriers that could hinder the 
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success of the suggestion scheme. They are mainly cited as 
work load pressure, task reutilization, task standardization, 
unsupportive climate, aversive leadership, co-worker mistrust, 
coworker incompetence, budget problems, impractical idea, 
technical issues, competition, delay in assessment, controlled 
supervision, lack of support, fear of evaluation, free riding, 
lack of self-confidence, low commitment to organization 
and system, rigid rules, self-interest, challenge of the work 
and  resistance from middle managers(Alwis  & Hartmann 
2008;Amabile et al.,1996;Anderson  & Veillette 2008;Bakker 
et al., 2006;Carreir 1998; Oldham and Cummings 1996;Lyold 
1999;Mclean 2005; McConville 1990;Toubia,2006; 
Sadi,2008;Wong& Pang ).

Finally, the existing research also evidences that although 
the interest and practice in Continuous Improvement (CI) 
are widespread in many organizations, many of them have 
major problems in sustaining success in their CI programs 
(Rapp and Eklund, 2007). Despite the increasing popularity 
of the gain sharing plans, evidence for their effectiveness has 
remained mixed (Arthur et al., 2010). Suggestion systems 
should not exist primarily as a means to recognize employees 
only (Darragh – Jeromos 2005) but to utilize the scheme to 
its fullest extent. So a well designed system will accomplish 
both these goals resulting in tangible as well as intangible 
benefits (Ahmed, 2009). Overall suggestion system is a great 
mechanism that involves individual and teams in improving 
the organization performance (Crail, 2006) and they have 
a strong and significant effect on both process and product 
innovation (Townsend, 2009). It perfectly matches today’s 
market need to deal with knowledge based workers who 
expect their involvement to be recognized and utilization of 
their skills to its fullest (Kesting et al., 2010).
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# 

Indicators Source 

1  Supervisory 
encouragement 
  

Mclean 2005;Marx 1995;Shalley & Gilson 2004;Tatter 1975;Frese et al 1999;Lloyd 1996;Ohly et al 2006;Arif et al 
2010;Hardin 1964 

2 
Co worker 
support Madjar 2008;Majdar 2005;Shalley & Gilson 2004;Arif et al 2010 

3  
Top Mgt 
Support 
 
 

Huang & Farh 2009.;Amabile et al 2004;Carreir 1998;Egan  2005;Jong  & Hartog  2007;Marx 1995;McConville 
1990;Du plessis 2008;Ahmed 2009;Mishara 1994;Powell 2008;Prather & Turrell;Rice 2009;Zhang 
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O., 2004;Klijn & Tomic  2010;Kudisch 2006;Neagoe & Klein 2009;Mclean 2005;Malaviya, P., 2005;McConville 
1990;Powell 2008;Prather & Turrell; Recht & Wildero ,1998;Shalley & Gilson 2004;Al-Alawi et al 2007;Rietzschel 
2008;Zhou& George(2001);Stranne  1964;Van & Ende 2002;Bell 1997  ;Khairuzzaman;Bigliardi & Dormio 2009 

5 
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Alves  et al 2007;Aoki 2008;Arthur  et al 2010.;Binnewies et al 2007;Björklund  2010.Klijn & Tomic  2010;Kudisch 
2006;Madjar 2008;Majdar 2005;Madjar 2008;Majdar 2005;McConville 1990;Ahmed 2009; Recht & Wildero 
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Rewards 
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2005;Bakker, H., Boersma, K. & Oreel, S., 2006);Amabile et al (1996);Lyold (1999);Fairbank, J.F., Spangler, W.E. & 
Williams, S.D., 2003.Du Plessis, AJ, Marx, AE & Wilson, G 2008 Fairbank, J.F., Spangler, W.E. & Williams, S.D., 
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Lipponen  et al 2008;Binnewies et al 2007;Björklund  2010. ;Griffiths-hemans & Grover  2006 ;Klijn & Tomic  2010 
;Lipponen  et al 2008;Litchfield 2008;Malaviya, P., 2005;Powell 2008; Recht & Wildero ,1998;Shalley & Gilson 
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2010. ;Björklund  2010.;Darragh-Jeromos 2005;Egan  2005;Muñoz-Doyague 2008 

18 
job control Anderson & Veillette(2008);Mclean, L.D., 2005;Sadi (2008);Anderson & Veillette(2008) 

Wong& Pang (2003);Neagoe, L.N. & Klein, V.M., 2009;McConville(1990) 

19 Organizational 
impediments 
  
  
  
  
  
  

Stenmark(2000);Alwis& Hartmann(2008). Anderson, T.a. & Veillette, a., 2008;Wong& Pang (2003);Toubia 
2005;Bakker, H., Boersma, K. & Oreel, S., 2006);Amabile et al (1996);Lyold (1999);Fairbank, J.F., Spangler, W.E. & 
Williams, S.D., 2003.Du Plessis, AJ, Marx, AE & Wilson, G 2008 Fairbank, J.F., Spangler, W.E. & Williams, S.D., 
2003. Carrier C., 1998;Fairbank, J.F., Spangler, W.E. & Williams, S.D., 2003;Du Plessis, AJ, Marx, AE & Wilson, G 
2008;.BaMcConville(1990);Mostaf & El-Masry( 2009) 

20 Team work 
  
  
  

Rapp and Eklund 2007; Amabile et al 1996;Aoki 2008;Carreir 1998;Darragh-Jeromos 2005;Mclean 2005;McConville 
1990;Shalley & Gilson 2004;Baird& Wang 2010;Egan  2005;Pissarra & Jesuino 2005;Fairbank and Williams 2001. 

21 Competition Bakker, H., Boersma, K. & Oreel, S., 2006) 
22 Support for 

innovation 
Lipponen  et al 2008;Hultgren  2008 

23 employee 
participation 

Alves  et al 2007;McConville 1990;Lloyd 1996;Fairbank and Williams 2001.  ;Cruz et al 2009; Neagoe, L.N. & Klein, 
V.M., 2009 

Discussion
Suggestion systems have evolved from a traditional sugges-
tion box to sophisticated electronic systems aiming to en-
courage all employees to take part in suggestion schemes.  
Large organizations are focusing on achieving bigger goals 
at company level as well as at employee level to accrue the 
tangible as well as intangible benefits. However, company’s 
need is to carefully implement the program. It needs to be 
tailored to meet their organization needs and what they ex-
pect from this system must be clearly known. Research in 
this field has been mainly focused on features of suggestion 
schemes, guidelines for implementation and critical success 
factors and critical barriers encompassing the organizational 
as well as the individual contexts. 

The suggestion making and suggestion implementation are 
two crucial stages and both are equally important for the suc-
cess of the scheme and are influenced by a number of factors.  
Organizations must therefore identify these critical factors 
to nurture both these stages. The schemes can be applied in 
any sector to elicit employee creative ideas but must have a 
formal mechanism to action this. Managers need to be aware 
of critical success factors that are essential for the success of 
the schemes. It is clear that suggestion schemes will not yield 
results without the active involvement of everyone in the or-
ganization, and the required resources and support from top 
management. The suggestion schemes are here to stay mainly 
because they are the vehicle for innovations. Today we live 
in a knowledge economy where innovation is not only sig-
nificant but a key corner stone for an organization’s growth 
and sustainability. Therefore, there is a future for suggestion 
scheme as a tool for fueling innovation. Organizations need 
to recognize and evaluate their schemes to yield its poten-
tial benefits. There needs to be sustainability in suggestion 
schemes. Organizations need to assess their schemes to rec-
ognize if the right conditions exist for their schemes to flour-
ish.

Conclusion
In this paper, we have traced the evolution of suggestion 
schemes from their early inception as suggestion boxes to the 
more sophisticated systems that can be used in any organiza-
tion. The literature, while extolling the many virtues of sug-
gestion program makes it clear that achieving the expected 
results from the programs is quite challenging as it involves 
organizational as well as individual level factors with a need 
to focus on creativity and  transformation of the creativity 
into innovations.

This paper will be of value to practitioners by providing guid-
ance in implementing a suggestion scheme. It should also be 
useful to academics who are interested in how suggestion 
schemes have evolved, and where the development is today. 
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More importantly it gives an account of critical success fac-
tors and critical barriers to the development of suggestion 
schemes.

Although much research has been conducted on identifying 
these critical success factors to the author’s knowledge, lit-
tle focus has been directed towards developing a framework 
or model that would enable an organization to assess their 
schemes and identify their current status. Thus, an interesting 
topic to pursue in the field of suggestion schemes could be to 
develop a mechanism for assessing the sustenance   in their 
suggestion schemes. 
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Quality of Work Life and its Impact on Behavioural Outcomes of Teaching Faculty:  
An Empirical Study in Oman Higher Education Context
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Abstract:

This empirical study focuses at the role of Quality of Work Life (QWL) dimensions in determining the behavioural dimensions 
of teaching faculty in Oman Higher Education institutions. A nationwide study across the public and private higher education 
institutions in the Sultanate of Oman revealed that work-time pressure and job security (QWL factors) are significantly 
affecting the behavioural outcomes (satisfaction and performance) of teaching faculty in the Sultanate. Further, the teaching 
faculty in Public higher education institutions differs significantly in terms of QWL factors namely perceived supervisory 
support, job security and skills discretion, in comparision to the Private higher education institutions. This study provides 
a platform for policy makers and administration of higher educational institutions in the gulf region to create necessary 
infrastructure so as to retain and develop their teaching talents.

Keywords: Quality of Work Life, Sultanate of Oman, Higher Education, Teacher Performance, Job Satisfaction.

1. Introduction 
The psychological contract of individuals with their 
organization seems to have changed in congruence with the 
changes in employees’ needs in recent years. Thus, quality of 
work life has gained recognition, as employees want to feel 
respected at work for what they do and who they are. Modern 
organizations operate in a hyper dynamic environment 
characterized by technological changes which impact 
employee opportunities, skill requirement, management 
policies, strategies and styles, expectations and aspirations 
of employees and the physical working conditions. These 
factors manifest a crucial challenge on ‘Quality’ and how to 
nurture a ‘Quality culture’. 

Quality of human input is the greatest asset to any Academic 
Institution. Maintaining the quality of such human input rises 
from maintaining the quality of work life perfectly and an 
attempt to capitalize the human assets of the organization. 
Research  has shown a significant correlation between 
organizational work climate and employee productivity 
and job satisfaction (Bartels et al 1998). A study by Al-
Neizi and Amzat (2012) on the job satisfaction of  teachers 
in Al-Dahirah, Al- Dakelya and Muscat regions of the 
Sultanate of Oman reveals that teaching overload and its 
incompatibility with the salary structure is the main reason 
for job dissatisfaction and the resulting high turnover of the 
teachers. Similarly Al-Belushi (2004) in her study on Gender 
roles and career choice as teacher has identified the need to 
establish special work structures which could accommodate 
the multiple roles played by women in the society so as to 
achieve real commitment and intrinsic motivation to the 
teaching job. With the increasing necessity to create a quality 
work life for the teachers, the policy makers in the Sultanate 
of Oman need specific identified factors to focus in order to 
create a conducive working climate for teachers.

The necessity to improve the quality of work life for teachers 
in the schools of Sultanate of Oman is emphasized through 
previous research. What could be the plight of lecturers in 
higher education institutions in the Sultanate of Oman? 
No previous research has explored the quality of work life 
of lecturers and if their work climate has any impact on 
performance levels? The question trigged this research. 
Moreover, the study also intends to find out the differences 
in quality of work life (QWL) between the public and private 
higher education institutions in the Sultanate of Oman. This 

research paper is attempting to answer the above questions 
through a well established methodology which addresses the 
sampling, reliability and validity issues of the constructs used 
for the study. Interestingly, the analysis brings out a clear 
relationship between the QWL factors and their impact on 
the performance level of lecturers.

Literature Review
Quality of work life is a broad and comprehensive concept 
which measures the work related well being of an individual 
and sets a scale for any job’s satisfying, fulfilling and stress 
free design and work climate. It is defined as the  employee 
feeling towards their work place ambience, colleagues and 
the job itself in initiating a series of outcomes and behaviour 
resulting in overall profitability and growth of an organisation 
(Shamir & Saloman, 1985). Lawler (1982) explains the QWL 
on the basis of working conditions and job characteristics. He 
further suggests that the basic operating  premise of the QWL 
in an organisation is to encourage the productivity levels and 
the general well being of the employees. In an organization 
with positive ethical climate, employees hold the view that 
“the right thing to do is the only thing to do” Verbos et al 
(2007) p.17. Similarly, Schminke, et al (2007) describe that 
the ethical work climate includes the prevalent ethical values, 
norms, attitudes, feelings, and behaviors of the members 
(employees) that make up the social organization. Cullen et 
al (2003) further explain that the ethical work climates are 
not simply based on an individual’s ethical standards or level 
of moral development. They instead represent components 
of the employees’ work environment as perceived by its 
members.

In Organisational research, Job satisfaction is considered 
as one of the most widely and intensely studied variables 
(McCue & Gianakis, 1997). The worker’s cognitive, affective, 
and evaluative response and behaviour toward their work is 
considered as job satisfaction (Greenberg & Baron, 1997). In 
line with that, Newstrom and Davis (2000) opined that the 
positive and negative emotions and feelings that employees 
experience at their work place is viewed as job satisfaction. 
In similarity to job satisfaction, Job involvement refers to the 
degree to which a person is showing interest and commitment 
to the assigned job (Steers and Black,1994). Thus, employees 
who demonstrate job involvement and job satisfaction 
are more likely to accept the work ethics prescribed in the 
organisation. Such employees also show higher levels of 
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motivation towards growth and willingly participate and take 
relevant tasks in their job (Newstrom & Davis, 2000).

In any organisation, the quality of work life and ethics are 
coupled and entwined together.  The perceptions of the ability 
of the organisational climate in providing a wider range of 
well being for employees determines the QWL. Whereas, 
ethics is considered to be the governing standards or rules 
of professional conduct for the members or individuals 
of any group or organisation (Cascio,1998; Sirgy et al., 
2001). As a result of plaguing ethical problems confronting 
modern day organisations, ethical standards are introduced 
in recent years to discourage unethical practices among 
employees. (Chonko et al., 2003; Somers, 2001; Valentine 
and Fleischman, 2008). An ethical work environment can be 
nurtured only when the employees feel trust and confidence 
in the actions of the managers (e.g., Cascio, 1998; Shaw, 
2005; Walker, 1992). Guest (1980) opines that the prevalence 
of such an environment can influence the quality of work life 
of employees in a significant way. As reviewed by Vitell and 
Singhapakdi (2008), various studies demonstrate how work 
attitudes of employees positively influence the ethical work 
climate of organisations.

Elci and Alpkan (2009) discovered a significant positive 
relationship between the egoistic work climate and low 
levels of work satisfaction. The study specifically showed 
that a self-interest climate type proved to have a negative 
influence on job satisfaction, whereas team interest, social 
responsibility, and principled climates positively impact work 
satisfaction. A principled work climate proposes that the 
decisions are made in accordance with the established rules 
and codes. Deshpande (1996) concludes that in a principled 
climate, law and professional codes lead to a positive overall 
satisfaction. Further, it is discovered that climate types did 
not significantly influence satisfaction with pay, but it did 
influence employee’s satisfaction with other job facets such 
as, promotions, supervisors, and workload. 

Cascio (1998) emphasises that organisations which display 
high QWL characteristics will make their employees feel that 
the work is fulfilling and satisfying their needs. The research 
findings from Louis (1998) reported that QWL is strongly 
related to work commitment and sense of efficacy. Lee et al. 
(2007) revealed that QWL generally has a positive influence 
on job satisfaction, organizational commitment, and esprit 
de corps. A set of similar studies by Valentine et al.(2002) 
and Valentine and Fleischman (2008) showed that once an 
organisation incorporates  ethical values in its work culture 
it can easily generate employee’s commitment and job 
satisfaction. It will make the employees feel like an integral 
part of the organisation. 

Gap in the Literature: Based on the literature in this review, 
it is identified that there are many studies on the relationships 
between QWL and organizational productivity or performance. 
But, there are only a very few studies which relate to the ethical 
work climate, quality of work life and the resultant work 
outcomes and behaviours. Also, based on this literature review, 
it is understood that there are no relevant published studies 
on these variables in Gulf countries. Given the increasing 
importance of both quality of work life and ethics in academic 
institutions in the recent years and the fact that there are not 
many studies on quality of work life in higher educational 
institutions in the Sultanate of Oman, this study addresses the 
gap in the literature. Moreover, the outcomes of this study will 
contribute to all the higher education institutions in the Gulf 
area and particularly in the Sultanate of Oman.

Objectives of The Study 

• To measure the teaching faculty perceptions on the 
Quality of Work Life (QWL) and its impact on the job 
satisfaction and performance level of teaching faculty in 
Higher Education institutions in the Sultanate of Oman.

• To identify the significant differences in the Quality of 
Work Life (QWL) and Ethical Work Climate dimensions 
amongst private and public higher education institutions 
in the Sultanate of Oman.

 
Methodology
Sampling Procedure: Cluster sampling is used to effectively 
attain the desired sample size of at least 100 which will give 
reliable estimates while undergoing statistical analysis. For 
multi-variate analysis the minimum sample size required 
is calculated based on the number of parameters to be 
estimated. For each parameter it requires at least 10 samples 
(Nunnally, 1978).  Initially clusters of sample are created for 
teaching faculty based on private and public higher education 
institutions through access to email databases of faculty. Then 
a census approach is followed to send the questionnaires to 
all the selected clusters.

Data Collection Procedure: The QWL perceptions of the 
teaching faculty in Oman is collected as primary data using a 
questionnaire which was designed and uploaded in the survey 
website “Survey monkey”. The web link to the questionnaire 
is sent to more than 2000 teaching faculty members in Oman 
higher education institutions through e-mails. The process 
yielded 143 completely filled in responses with a response 
rate of 7%. 

Validation of the Questionnaire: The Quality of Work 
Life questionnaire’s content validity is ensured by initially 
developing a list of 157 statements on quality of work life 
by referring to the QWL questionnaire used by Umaselvi 
et al (2010) to study the teaching faculty QWL perceptions 
and the Leiden Quality of Work Life measure. Apart from 
that, variables reflecting the local context are also added 
to the list. This process ensured the content validity of the 
measurement scale. All the statements are subject to a face 
validity process involving five judges and a list of 40 relevant 
items are shortlisted by the judges to be included in the 
final questionnaire. The ethical work climate questionnaire 
is adapted from the Victor and Cullen’s ethical climate 
instrument. It originally had 28 items which after the face 
validity process its shortlisted to 17 items. The teaching 
faculty’s performance instrument consists of 7 items. As there 
are no extant scales available to measure the performance of 
teachers, the items were developed by the researchers which 
emphasized the performance standards of the academic 
fraternity in general. Job commitment and job satisfaction are 
measured through a three item scale respectively.

Reliability of the Measurement Scales: The reliability of the 
instruments was measured using Cronbach’s alpha (refer 
Table 1). It is a coefficient of reliability which ensures that 
the instruments are internally consistent. The alpha values 
for the test should ideally be above 0.7 to be acceptable and 
the values over 0.8 are considered to have good reliability 
(George & Mallery, 2003). The analysis reveals that all the 
scales have reliability co-efficients of above 0.8 except for 
the job satisfaction measure which is on the weaker side with 
a value of 0.658. As job satisfaction measure is very sensitive 
in nature, socially desirable bias might have affected the 
results. 
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Analysis and Interpretation
The individual variables of each factor are added together to 
represent a single score for each factor (Trochim, 2000). This 
is based on Likert’s summated scale principle. This led to a 
total of eight factor scores for Quality of Work Life (QWL) 
scale and five factor scores for Ethical Work Climate (EWC) 
scale. Similarly, the performance measures are not summated 
and each variable is individually analysed to identify the 
variations in each variable. The job satisfaction and job 
commitments measures are obtained by adding together 
the three variables respectively for each scale. The data are 
initially subject to hierarchical regression analysis to identify 
the effect of independent variables over that of the dependent 
variables. The advantage of this model is that the additional 
variance shown by an independent variable over and above 
a control or intervening variable can be measured (Cohen 
and Cohen, 1983). Further, the data is subject to percentage 
analysis, where the summated scores are converted into 
percentage scores to facilitate comparision between the 
perceptions of teaching faculty in the public and private higher 
education institutions in Oman. The significant differences 
in percentage between the two groups are established using 
independent two- sample t-test (two groups with un-equal 
variances- Welch’s test) (Fadem, 2008). This will ascertain 
whether the means of the two groups are statistically different. 

Hierarchical Regression Analysis (Public Institutions): 
Initially, the perceptions of the teaching faculty at the public 
higher education institutions are taken for analysis. Job 
satisfaction and performance of the teaching faculty are 
treated as dependent variables and two regression models are 
used keeping the demographics and Quality of Work Life 
(QWL) perceptions as independent variables. Hierarchically, 
the demographic variables (Gender, Nationality, Current 
Experience and Total Teaching Experience) are entered in step 
1 as control variables and the QWL variables (Skill Discretion, 
Decision Authority, Task Control, Work Time Comfort, Role 
Clarity, Job Security, Manager Support and Peer Support) in 
the step 2. Both the models turned out to be significant and 
their Durbin-Watson scores are within the acceptable range 
of 1.5 to 2.5, indicating lack of auto-correlation (refer Table 
2). The quality of work life has a significant impact on Job 
Satisfaction of the teaching faculty in Public institutions 
with an additional variance of 29.1 % over and above the 
effect of demographic variables on Job Satisfaction (p<.01). 
The demographics also show significance in variance on 
the quality of work life of teachers. A closer look at the 
contribution of the individual QWL variables towards the 
impact on Job Satisfaction reveals that (refer Table 3) the 
work-time comfort variable is having a significant impact 
on the Job Satisfaction of the teachers with β=0.229, t (80) 
=2.981 and p<.01. The Beta (β) value represents standardised 
regression coefficient of dependent variable. It measures the 
resultant change in dependent variable for every single unit 
change in dependent variable. The Manager Support variable 
also significantly predicts the Job Satisfaction of the teachers 
in public institutions with β=0.21, t (80) = 1.992 and p<.05. 
All other variables do not have any say in the variance of the 
job satisfaction factor. Amongst the demographic variables, 
the nationality of the teachers have a significant say in their 
Job Satisfaction with β=-.331, t (88) = -2.708 and p<.01. 

The impact of QWL on the performance of the teachers in 
public institutions is significant and it explains a significant 
variance in performance scores, R2=.435, F (8, 80) = 5.660 
and p<.01. R2 is an indicator of how well the model fits 
the data. The closer the value is to 1, better is the model 
fit. This variance is over and above the reported variance 

of demographic variables on the performance of teachers.  
Analysis of the contribution of the individual QWL variables 
on the performance of teachers (refer Table 3) reveals that 
skill discretion and role clarity variables have a significant 
say on the performance level of the teachers. 

Hierarchical Regression Analysis (Private Institutions): 
Similarly, the impact of the QWL variables on the job 
satisfaction and performance of teachers in private institutions 
is tested with two models of hierarchical regression. The 
order of building the variables in the model is similar to 
that of the model built for public institutions. The QWL 
variables explained a significant proportion of variance in 
the job satisfaction of the teachers after controlling for the 
demographic variables, with R2=.529, F (8, 37) = 5.516 and 
p<.01 (refer Table 4). Equally, the QWL variables have a 
significant impact on the performance level of the teachers 
in private institutions after controlling for the demographic 
variables with R2=.411, F (8, 37) = 3.870 and p<.01. For 
both the models Durbin - Watson measures are within the 
accepted range (Montgomery et al, 2001).

Verification of the individual contribution of the QWL 
variables on the job satisfaction of the teachers in private 
higher education institutions reveals that work – time comfort 
variable has a more significant impact on job satisfaction of 
teachers in private institutions than any other QWL variable. 
The performance of the teachers in private institutions is again 
determined strongly by the skill discretion in the job. These 
results are very similar to that of the teacher perceptions in 
public institutions. All other QWL variables do not have any 
significant impact on job satisfaction and performance.

Welch’s Test (t-test) of significant difference between 
Public and Private Institutions: This study strives mainly 
to identify the differences in the perceptions of the teaching 
faculty between public and private institutions, on their 
quality of work life (QWL), ethical work climate (EWC), 
and performance levels. As the sample size and variances of 
the two groups are different (Public n=93 and Private n=50) 
and the purpose of the test is to highlight only the significant 
differences (how far the mean is different) and not the repeat 
measures where the samples over lap, Welch’s test is applied 
on the data sets (Sawilowski, 2002). The factor scores are 
converted into percentages for easy and lucid understanding 
of the perceptual differences between the teachers from the 
two groups of institutions.  The analyses are carried out in 
an in-depth fashion by segregating the data into various 
subgroups based on the demographics of the teaching faculty 
from both the group of institutions respectively. 

Perceptual Differences between Female Faculty in Public 
and Private Institutions: Amongst the female employees 
in both the group of institutions, there are no reported 
differences on their perceptions on the quality of work life 
and their performance levels in the respective institutions 
(refer Table 6). There is a significant difference between 
the female faculty in private and public institutions on their 
perceptions on a caring and efficient work climate.

Perceptual Differences between Male Faculty in Public and 
Private Institutions: Male faculty in the private and public 
institutions differ significantly in the Quality of Work Life 
variable Skill Discretion (refer Table 6). In the Ethical Work 
Climate dimensions, there is a significant effect on the rules 
and regulations existing in the organization (refer Table 7). 
The perception of male faculty on the rules and orderliness 
in the public institutions is significantly different than the 
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climate in private institutions . Among the Performance level 
dimensions, the male faculty’s performance levels in Private 
institutions are significantly different in terms of academic 
research, realization of potential talents and achieving better 
student results in comparision to the public institutions (refer 
Table 8). 

Perceptual Differences between Less Experienced Faculty in 
Public and Private Institutions: Teaching faculty with less 
than two years (new teachers) of current experience in the 
public and private institutions are treated demographically as 
Less Experienced faculty. When Welch’s test of differences 
is applied to the two groups, significant effect is observed 
where Quality of Work Life dimensions, Ethical Work 
Climate Dimensions and the Performance levels of the less 
experienced faculty in Private institutions are significantly 
different than in Public institutions (refer Tables 6, 7 & 8). 
In Private institutions, the new faculty members feel that 
there are more opportunities to exhibit diverse skills, high 
managerial support and improved job security. These are 
significantly different than the perceptions of the new faculty 
members at public institutions. But, the test did not reveal any 
significant difference in perceptions for more experienced 
employees (faculty with more than 2 years experience in the 
current institution), along the QWL, EWC and performance 
levels (refer Tables 6, 7 & 8).

Perceptual Differences between Omani Faculty in Public 
and Private Institutions: The test of differences revealed that 
there is no significant point of differences between the two 
groups in QWL dimensions. Omani Faculty feels significant 
difference in independent work climate of Private institutions 
and Public institutions. In Performance dimensions the 
Omani faculty in Public institutions significantly differ 
in engagement in professional academic associations and 
publication in peer reviewed journals in comparision to 
private institutions (refer Table 8).

Perceptual Differences between Expatriate Faculty in Public 
and Private Institutions: The Expatriate faculty members do 
not feel any significant difference in Ethical Work Climate 
dimensions between a private and public institution. But they 
feel a significantly different levels of Job Security and Skill 
Discretion between Private institution and Public institution 
(refer Table 6). Similarly the Performance levels of expatriate 
faculty in Private institutions are significantly different in 
terms of involvement in academic research, realization of their 
talents and obtaining better student results in comparision to 
their performance in Public institutions (refer Table 8).

Discussion
Summary of Findings and Implications: 
• Quality of Work Life (QWL) is having a significant 

impact on the Job Satisfaction and Performance of the 
teaching faculty in both the public and private higher 
education institutions in Oman. An in-depth analysis 
reveals that QWL variable ‘Work and Time Pressure’ 
is having a significant impact on the Job Satisfaction of 
teaching faculty in both public and private institutions. 
Additionally, in public colleges, the QWL variable, 
the Supervisor’s Care and Support is considered to be 
important to achieve job satisfaction. Similarly, the QWL 
variable Skill Discretion plays a major role in both public 
and private institutions in determining the Performance 
levels of the teachers. This emphasizes the fact that, if 
more the opportunities are given to the faculty in exhibiting 

their skills, then their performance will be better. The 
academic setting should be invigorating enough to 
give more room for innovations and opportunities for 
displaying special abilities of the teacher.

• While comparing the QWL, Ethical Work Climate (EWC) 
and Performance levels of Female faculty members in 
public and private institutions, significant differences are 
reported in the caring and efficient environment which 
has to be evened out. The Male faculty members feel that 
Private colleges significantly differ in giving opportunities 
to display their variety skills than Public institutions. 

• New faculty members (with less than 2 years experience 
in the current work place) in Private institutions feel 
significant difference in Quality of Work Life than in 
comparision to Public institutions in terms of choice given 
to express their variety skills, increased Job Security and 
Line Manager Support. 

• Omani teaching faculty in Private Institutions perceive 
significant difference on the perception of independence 
in work climate in comparision to Public institutions. 
However, their Performance in terms of Research 
publications and academic associations are significantly 
different in Public institutions and Private institutions. 
There is no perceived difference in terms of their QWL in 
both the institutions.

• Expatriate teaching faculty in Private colleges feels 
significant difference in Quality of Work Life (QWL) in 
terms of Skill Discretion and Job Security in comparision 
to Expatriate faculty in Public institutions. 

Limitations and Future Directions: 
The study is purely cross-sectional in nature which necessitates 
the requirement for a longitudinal research in the future which 
can measure the QWL effects over a longer period of time. 
Here, the role of other influencing factors on the QWL of 
teaching faculty can be studied in a more thorough manner. 
Such a study also warrants a study to measure cause and 
effect relationship using Structural Equation Models. The 
sample size may not be adequate for external validation of the 
results as the response rate from the data collection procedure 
yielded only a limited set of responses, even though they are 
collected through a random process. As the data entry by 
respondents is not controlled, and the typical weaknesses 
of online data collection with inherent bias towards socially 
desirable answers, measurement errors may be higher. 

Future studies should aim at a problem solving approach to 
look deeper into the cause and effect of the quality of work life 
of teaching faculty in the Sultanate of Oman. This will allow 
the policy makers and top management of the institutions 
to pursue their commitment towards quality not just with 
student community, but also with the teaching community 
which is fulcrum of the academic growth. More studies can 
be initiated to measure the retention levels of teaching faculty 
in higher education institutions and the factors that promote 
the retention level of faculty members in those institutions. 
Such studies will give a better ground for the stakeholders 
in higher education, to make strategic plans for the academic 
community in the Sultanate of Oman.  

Conclusion
This study revealed that the quality of work life of the 
teaching community in higher education institutions of Oman 
seems to significantly differ between private and public 
institutions. The institutions have to prioritise and sensitise 
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their strategic plans towards providing a work climate which 
is ethically sound and providing adequate work life comfort 
to the teaching fraternity. This further stresses the need to 
establish quality of work life standards for teaching faculty 
in the Sultanate of Oman. This will ensure that the long 
range plans towards quality commitment and enhancement 
in higher education institutions are catalysed through the 
effective performance of the teaching faculty.
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Expression of Dissatisfaction in Relation to 
Managerial Leadership Strategies and Its Impact in 

Information Technology Organizations

Harold Andrew Patrick

Abstract:

The study emphasizes on IT managers’ leadership strategies and what influence these leadership strategies have on IT 
employees expression of dissatisfaction. The dependent variable was response to dissatisfaction; Leadership strategies 
adopted by IT managers and Leadership strategies impact were the independent variables. Three standardized, valid and 
reliable tools were adopted to collect data. Respondents were drawn from Indian, Indian multinational and multinational 
IT companies. The article maps the behavioral variations and their implications in IT organizations based on leadership 
strategies/impact and response to dissatisfaction. The major findings indicate that in IT organizations prescriptive strategies 
were engaged more than restrictive strategies. The leadership strategies have a constructive impact on IT employees. The 
most preferred expression to dissatisfaction was voice i.e. constructive and active way to express dissatisfaction. The detail 
findings and implications are discussed in the article in detail.   

Keywords: Employee dissatisfaction, Leadership Strategies, organizational behaviour, Human resources management, 
Expression of dissatisfaction.

1. Introduction 
Leaders inspire and stimulate others to achieve worthwhile 
goals. Most definitions of leadership emphasize; Firstly, 
leadership is a social influence process and cannot exist 
without a leader and one or more followers. Secondly, 
leadership elicits voluntary action on the part of followers. 
Finally, leadership results in followers’ behaviour that is 
purposeful and goal-directed in some sort of organized 
setting. Although leadership is the most frequently studied 
topic yet the precise nature of leadership and its relationship 
to key criterion variables such as subordinate satisfaction, 
commitment, and performance is still uncertain, to the point 
where Fred Luthans, in his book ‘Organizational Behaviour’ 
(2005), said that “it [leadership] does remain pretty much of 
a ‘black box’ or unexplainable concept.”

Leadership Strategies: The literature generally suggests that 
effective leaders express their need for power and influence 
in ways that benefit the organization. 
The learning strategies action, thinking, and accessing others 
are significant in predicting transformational leadership but 
learning through feeling is not a significant predictor. There 
was no difference between men and women in the use of 
learning strategies and transformational leadership. Gentry 
et al (2011) found the biggest gaps among generations in 
leading employees, change management, and building and 
mending relationships. Most of the recent literature review 
highlights the fact that freeing, autonomous, interdependent 
and prescriptive leader behavior creates the right climate for 
employees to be more able, willing, agile and ready to engage 
in meaningful and innovative behaviors at the workplace. 
Arie et al (2007) job satisfaction of subordinates was found 
to be higher when the style of strategic influence practiced by 
their supervisor fit their regulatory mode orientation. Bono 
et al (2007) found employees who regulated their emotions 
experienced decreased job satisfaction and increased stress, 
but those with supervisors high on transformational leadership 
were less likely to experience decreased job satisfaction. 

Job satisfaction and dissatisfaction: Job satisfaction has the 
potential to affect a wide range of behaviours in organizations 
and contribute to employees’ levels of wellbeing. In the west 

research has indicated  a decline over the past decade Korentz 
(2003) and dissatisfaction was with companies promotion, 
bonus policies, pension and health plans Bachman (2005).
Employees with high job dissatisfaction exhibited the highest 
creativity when continuance commitment was high and when 
(1) useful feedback from coworkers, or (2) coworker helping 
and support, or (3) perceived organizational support for 
creativity was high Zhou and George(2001). The rationale 
for measuring job satisfaction through action tendencies is 
that positive and negative emotional experiences associated 
with job will evoke respectively approach - avoidance 
action tendencies Alt Powell (2006). Perry and Mankin 
(2007) examined the interrelationships among employee 
trust in the chief executive of the organization, trust in the 
organization and work satisfaction. Rao et al (2005) found 
organizational culture to significantly affect how employees 
view their organizational responsibilities and their job 
satisfaction. Thomas and Au (2002) found cultural groups 
responded differently to low job satisfaction with exit, voice, 
loyalty, or neglect. Daley (1992) found a challenging job 
and a collegial workgroup tend to enhance voice and loyalty 
while minimizing tendencies lean toward exit and neglect 
behaviours. Rusbult et al (1988) found high satisfaction and 
investment encouraged voice and loyalty and discouraged 
exit and neglect. 

Need and Rationale for The Present Study
The emphasis on leadership and dissatisfaction in IT 
organizations has not been methodologically researched and 
its implications scantly available in India. Very few studies 
have been done internationally on these variables individually. 
The present study is a serious attempt to understand and 
explore in the Indian IT context the behavioral variations and 
their implications that these variables have on employees. 
The insights will contribute towards the basic understanding 
of the leadership strategies and how these strategies impact 
employees in IT organizations. It is an earnest attempt to bridge 
the gap especially in this area by highlighting the relevance 
and importance of leadership to management, individual, 
and organizations and hoping this study will initiate a series 
of serious and productive discussions on the subject. The 
study will bring in sharp focus the major challenges in these 
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behavioural domains encountered and the solutions that will 
aid IT organizations to deal more scientifically in increasing 
their effectiveness. 

The major objective of the study was to find out the leadership 
strategies adopted by managers and the impact it has in the 
IT organizations. The study also investigates the relationship 
between leadership strategies/impact and expression of 
dissatisfaction. 

Method
Operational definitions of the variables under investigation:  
Leadership/Impact®   The definitions given by Cooke (1997) 
from the manual Leadership/Impact®-measuring the impact 
of leaders on organizational performance was adopted in this 
study. Leadership Strategies : The extent to which managers 
personally act in Prescriptive versus Restrictive ways. 
Prescriptive Leadership Strategies – those techniques that 
guide or direct the activities and behaviors of others toward 
goals, opportunities, and methods for task accomplishment. 
Restrictive Leadership Strategies – those that constrain 
or prohibit activities and behaviours with respect to goals, 
opportunities, and methods for task accomplishment. Impact 
on Others : The extent to which managers motivate or drive 
people to behave in Constructive versus defensive ways. 
Constructive Impact on Others - Motivate people to think and 
behave in Achievement-oriented and cooperative ways that 
emphasize growth and development. Defensive Impacts on 
Others - Drive people to think and behave in either aggressive 
or passive ways to protect their status and position. Passive/
Defensive Impact - Possibly inadvertently, these leaders adopt 
strategies that lead others to feel insecure or apprehensive, 
controlled and constrained, and uneasy about interpersonal 
relations within the organizations. Aggressive/Defensive 
Impact - Directly or indirectly, these leaders exhibit strategies 
that lead others to feel anxious about their status and influence, 
worry about how they look relative to others, and fixate on 
short-term (and sometimes irrelevant) performance criteria. 
Responses to Job Dissatisfaction - The definitions given by 
Rusbult and Lowery (1985) were adopted. Exit: Behavior 
directed towards leaving the organization, looking for a new 
job as well as resigning. Voice: Actively and constructively 
attempting to improve conditions like suggesting 
improvements and discussing problems with superiors. 
Loyalty: Passively but optimistically waiting for conditions 
to improve like speaking up for the organization in the face 
of external criticism and trusting the organization and its 
management. Neglect: Passively allowing conditions to 
worsen like chronic absenteeism, lateness, reduced efforts 
including error rates.

Sample Size
515 IT employees from 87 Indian, Indian multinational 
corporations and multinational IT companies were surveyed for 
the study. The sample was drawn from all the three levels of 
management. 305 IT employees from the junior level executives, 
148 from the middle level managers and 62 from the senior level 
management were administered the questionnaire. Respondents 
who have worked for at least one year and have known their boss 
for at least one year were included for the present study. The 
stratified random sampling technique was adopted for the present 
study. Employees with minimum one year work experience 
and have known their boss for one year were only asked to fill 
the questionnaire. Two standardized, reliable and valid tools - 
Robert A. Cooke’s (1996) Leadership/Impact® instrument and 
response adopted by employees to express dissatisfaction was 
developed by the researcher based on the model developed by 
Rusbult and Lowery (1985) were adopted.

Sample Profile
Respondents were drawn from 87 I.T companies. Entry level 
managerial level (59.2%), followed by middle level (28.7%) 
and top management (12%). For most respondents this was 
their first organization (43.5%) followed by one organization 
already worked for (20.8%), two organizations already 
worked for (16.7%), three organizations already worked for 
(13.2) and the maximum was eight organizations already 
worked for (0.6%). 30.1% were female and 69.9% were male 
respondents. The maximum was in the age group 21-25 yrs 
(48.3%), followed by 26-30 yrs (30.1%), 31-35 yrs (13.4%), 
only 0.2% were drawn from the above 50 yrs age group. The 
highest education level attained was bachelor degrees (60.6%) 
followed by masters degree (33%), Diplomas (3.7%), and 
other qualifications that include certificate and diplomas and 
degrees outside the formal educational structure. The marital 
status was that 69.1% were single, followed by married 
(29.7%) and the least were in the others category (1.2%) i.e. 
divorcees, widows or widowers. The work experience of the 
respondents show that most respondents had 1-3 yrs (40.8%) 
experience followed by 1 yr experience (16.5%), 3-5 yrs 
(16.3%), 5-7 yrs (9.7%), above 11 yrs (8%), 9-11 yrs (4.7%) 
and the least 7-9 yrs (4.1%) work experience. The majority 
had known their boss for 1 yr (45.8%) followed by 1-3 yrs 
(42.9%), 3-5 yrs (6.4%), above 11 yrs (1.9%), 5-7 yrs (1.6%), 
7-9 yrs (1.2%) and the least being 9-11 yrs (0.2%). 

Results 
Manages often adopted strategies which guide or direct the 
activities and behaviours of their subordinates toward goals, 
opportunities, and methods (Prescriptive Mean = 3.49). 
Prescriptiveii leadership provides subordinates a direction to 
channel their efforts, leader acts as a model regarding how 
things should be done, engages in positive reinforcement 
to encourage the repetition of desired behaviors, and sets 
parameters specifying subordinates sphere of influence.

Sometimes managers adopted strategies which constrain 
or prohibit activities and behaviours with respect to goals, 
opportunities, and methods (Restrictive Mean = 3.04). 
Restrictiveii leadership provides subordinates  directions that 
should not be pursued, the leader acts as a model regarding 
behaviors to be avoided, leader engages in negative feedback 
to discourage the repetition of undesired behaviors, and sets 
parameters restricting subordinates sphere of influence.

When the mean is 4.0 and above the prescriptive strategies 
are said to be strong and do have a constructive impactiii on 
others. When the mean is 2.0 – 2.5 the restrictive strategies 
are strong and will have defensive impact on others. When 
the restrictive and prescriptive strategies are equal then they 
cancel out each other and this will decrease the constructive 
impact and increase the passive/defensive impact on others. 
However when both restrictive and prescriptive strategies are 
weak then these behaviours are not exhibited by managers in 
IT organizations.

IT managers leadership strategies to a great extent has a 
constructive impact (Mean = 3.37) on others i.e. it motivates 
employees to think and behave in achievement-oriented and 
cooperative ways that emphasize growth and development. 
This was followed by defensive impact (Mean = 2.79) 
i.e. drive people to think and behave in either aggressive 
or passive ways to protect their status and position. The 
leadership strategies have a moderate passive/defensive 
impact on subordinates i.e. possibly inadvertently; these 
leaders adopt strategies that lead others to feel insecure or 
apprehensive, controlled and constrained, and uneasy about 
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interpersonal relations within the organizations. They also 
have a moderate aggressive/defensive impact (Mean = 2.75) 
i.e. directly or indirectly, these leaders exhibit strategies that 
lead others to feel anxious about their status and influence, 
worry about how they look relative to others, and fixate on 
short-term (and sometimes irrelevant) performance criteria. 

Table 1 Indicating the relationship between responses towards 
dissatisfaction and variables. 

IT employee’s most preferred response to dissatisfaction 
was voice followed by loyalty, exit and neglect was least 
preferred. This pattern was observed on all the fourteen items 
except communication item where neglect is preferred after 
voice and loyalty and exit was least preferred. Exit was mostly 
preferred when dissatisfaction was with job security (23.5%), 
salary (19.2%), and fair treatment (17.3%) and least preferred 
when dissatisfied with communication (4.3%), interest (from 
intrinsic aspects of job) (6%), and intrinsic aspects of job 
(excluding ease) (7.4%). Voice was most preferred response 
to dissatisfaction for interest (from intrinsic aspects of job) 
(58.4%), communication (58.3%), and opportunity for 
advancement (56.7%) and lesser preferred response towards 
job security (41%), company policies and management 
practices (46.4%) and benefits (46.6%). Loyalty was the 
most preferred response to appreciation from management 
(37.7%), benefits (36.5%) and company policies and 
management practices (35.1%) and was preferred lesser for 
salary (25.6%), job security (28.5%) and supervision (28.7%). 
Neglect response was preferred as a response to company 
policies and management practices (8.3%), social aspects 
of job (7.8%) and job security (7%) and least preferred for 
opportunity for advancement (3.5%), interest (from intrinsic 
aspects of job), working conditions (excluding hours) (4.7%) 
and benefits (4.9).   

The chi square indicating the strength of relationship 
between variables, that is, 245.394, more the value higher the 
relationship between two variables.  Since Sig. Value is less 
than .01 the relationship is statistically significant. 
H1: There will be no significant relationship between 
leadership strategies and leadership impact in IT organizations. 
The results shown in Table I of the Appendix indicate 
that the null hypothesis H1 is rejected and the alternate 
hypothesis is accepted that there was significant relationship 
between leadership strategies and leadership impact in IT 
organizations.

It was found that Restrictive (.480**) leadership strategies 
were positively correlated to Constructive leadership strategy 
impact. Restrictive leadership strategy was positively 
correlated to Passive/Defensive (.424**) and Aggressive/

Defensive (.428**) defensive. 

The strongest correlation was found between Prescriptive 
leadership strategy and Constructive impact (795**).

H2: Leadership strategies of managers have no influence on 
the leadership impact on employees in IT organizations. 
The results shown in Tables II,III and IV of the Appendix 
indicate that the null hypothesis H2 is rejected and the 
alternate hypothesis is accepted.  Leadership strategies of 
managers did influence the leadership impact on employees 
in IT organizations. 

Prescriptive and Restrictive leadership strategies significantly 
influenced Constructive impact. Prescriptive leadership 
strategy had the strongest influence followed by Restrictive 
leadership strategy. Together these two variables explained 
98.5% (R Square = .985) of the variation in the Constructive 
impact on respondents and the model was found to be 
significant at the 0.01 level of significance.

Prescriptive and Restrictive leadership strategies significantly 
influenced Passive/Defensive impact. Restrictive leadership 
strategy had the strongest influence. Prescriptive leadership 
strategy had a Negative influence on Passive/Defensive 
impact. Together these three variables explained 96.5% (R 
Square = .965) of the variation in the Passive/Defensive 
impact on respondents and the model was found to be 
significant at the 0.01 level of significance.

It was found that Restrictive, Prescriptive leadership strategies 
significantly influenced Aggressive/Defensive impact. 
Restrictive leadership strategy had the strongest influence. 
Prescriptive leadership strategy had a Negative influence on 
Aggressive/Defensive impact. Together these two variables 
explained 96.2% (R Square = .962) of the variation in the 
Aggressive/Defensive impact on respondents and the model 
was found to be significant at the 0.01 level of significance.

H3: Leadership strategies’ impact on employees does not 
affect the expression of job dissatisfaction of employees in 
IT organizations. 

Results from Table V of the Appendix indicate that H3 is 
rejected as leadership strategies did affect the expression 
of job dissatisfaction of employees. Standard Canonical 
Discriminant Function - stepwise discriminant analysis 
was performed to identify which Independent variables 
distinguished and affected response to dissatisfaction with 
reference to job satisfaction dimensions. 

The pattern of response to dissatisfaction towards job security 
was that (all variables remaining unchanged) when managers 
used higher restrictive leadership strategy respondents were 
more likely to choose the neglect response. Higher passive/
defensive impact on respondents, they were more likely to 
choose the loyalty response -interest (from intrinsic aspects 
of job). When managers experienced higher aggressive/
defensive impact, they were more likely to choose the neglect 
response (opportunity for advancement). Higher passive/
defensive impact on respondents, they were more likely to 
choose the exit response. When managers used prescriptive 
leadership strategy, respondents chose loyalty response 
appreciation (from management). When managers used higher 
restrictive leadership strategy respondents were more likely to 
choose the exit response (company policy and management 
practices). When managers used higher constructive impact 
on respondents, they were more likely to choose the neglect 

Table1: Indicating the Frequency and percentage on the response to job 
dissatisfaction items. 
 
Response to Dissatisfaction 
 

 
EXIT 

 
VOICE 

 
LOYALTY 

 
NEGLECT 

Job Satisfaction Items FQ % FQ % FQ % FQ % 
Job security  121 23.5 211 41.0 147 28.5 36 7.0 
Interest (from intrinsic aspects of job) 31 6.0 301 58.4 159 30.9 24 4.7 
Opportunity for advancement 52 10.1 292 56.7 153 29.7 18 3.5 
Appreciation from management 50 9.7 243 47.2 192 37.3 30 5.8 
Company policies and management 
practices 

 
49 

 
9.5 

 
239 

 
46.4 

 
184 

 
35.7 

 
43 

 
8.3 

Intrinsic aspects of job (excluding ease)  
38 

 
7.4 

 
284 

 
55.1 

 
160 

 
31.1 

 
33 

 
6.4 

Salary 99 19.2 254 49.3 132 25.6 30 5.8 
Supervision 55 10.7 282 54.8 148 28.7 30 5.8 
Social aspects of job 48 9.3 266 51.7 161 31.3 

 
40 7.8 

Working conditions (excluding hours) 42 8.2 276 53.6 173 33.6 24 4.7 
Communication 22 4.3 300 58.3 161 31.3 32 6.2 
Hours (from working conditions) 59 11.5 274 53.2 150 29.1 32 6.2 
Ease (from intrinsic aspects of job) 43 8.3 281 54.6 156 30.3 35 6.8 
Benefits 62 12.0 240 46.6 188 

 
36.5 25 4.9 

Fair treatment 89 17.3 243 47.2 152 29.5 31 6.0 
 
Ê
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response for intrinsic aspects of job (excluding ease). When 
employees experienced higher passive/defensive impact, they 
were more likely to choose the exit response (social aspects of 
job). When employees experienced passive/defensive impact 
they were more likely to choose the exit response for working 
conditions (excluding hours). When employees experienced 
higher passive/defensive impact they were more likely to 
choose the exit response (communication). When employees 
experienced higher constructive impact they were more likely 
to choose the neglect response (from intrinsic aspects of job). 
The pattern of response to dissatisfaction towards salary, 
supervision, hours (from working conditions), benefits and 
fair treatment was mixed. 

Discussion 
Leadership strategy: Prescriptive and restrictive leadership 
strategies significantly influenced constructive impact. 
Managers today apart from guiding and directing need to in 
some way engage in transforming, shaping or influencing the 
organizational context of members and the ways in which 
they approach their work and interact with one another. 
Managers potentially have numerous tools at their disposal 
for increasing their effectiveness. The most important tool 
revolves around the strategy, skills and behaviours that have 
been shown through research to be related to measures of 
leadership performance. Prescriptive strategies generally are 
more effective than restrictive strategies. It serves to define a 
direction for the system, establish structures for organization 
learning and adaptation, and support processes for problem 
solving and the integration of organizational components. 
They create and reinforce an organizational culture that 
communicates constructive norms and expectations to 
members.

Leaders with constructive impact motivate people to think 
and behave in achievement oriented and cooperative ways 
that emphasize growth and development. The benefits are 
better performance, higher levels of personal satisfaction and 
lower levels of stress. Leaders with defensive impact drive 
people to think and behave in either aggressive or passive 
ways to protect their status and position. Effective leaders 
organizationally tend to be visionary and future oriented, 
promoting empowerment and productivity, bringing out the 
best in people and concerned with long-term performance. 
Personal effectiveness of leaders is viewed as relaxed and 
at ease, ready for promotion to a higher level, accepting of 
feedback, and interested in self–development.

Improve leadership effectiveness by having a more 
constructive and less defensive impact by emphasizing 
prescriptive over restrictive strategies. Processes to increase 
the understanding/awareness of managers of their impact 
they currently are having on others should be mirrored. These 
include the degree to which they rely on prescriptive and 
restrictive strategies. The roots of this approach is grounded 
in the classic works of Rensis Likert, Douglas McGregor, 
Warren Bennis (1985) and James O’Toole (1995).

Both prescriptive and restrictive strategies reflect and effect 
leadership and the fact is that leaders use a combination 
of prescriptive and restrictive strategies. IT employees 
are knowledge workers, able and willing to engage in task 
accomplishment indicating high maturity. In a context like 
this it is desirable that leaders adopt prescriptive rather 
than restrictive strategies as they are more functional in IT 
organizations. This in turn will increase the constructive 
impact on IT employees.

The methods to be used by leaders in IT organizations 
to move the organization and its members towards the 
desired state of future affairs are by providing employees 
with – a direction to channel their efforts, provide for 
models regarding how things should be done, engaging in 
positive reinforcement to encourage the repetition of desired 
behaviours and communicate a set of parameters specifying 
their sphere of influence. The restrictive strategies are usually 
used for reasons such as ease of implementation, time 
pressures, and the capabilities and diagnostics of those being 
led. It also increases defensive behaviours by employees. 
Processes to engage in are to recollect the past, determine 
what one wants in the future, prepare a vision statement, act 
on one’s intuition, test basic beliefs, and look into the future 
(Kouzes and Posner, 1995). Methods such as reversal, use of 
analogies, challenging of assumptions, choice of entry points 
etc. (de Bono, 1970) are helpful. 

Restrictive strategies may be implemented to correct 
deviations, to discourage undesirable behaviours, to keep 
problem solving on-track and rational, or to achieve 
administrative efficiencies. They do have a desired effect 
on a short run. In the long run their effects are unanticipated 
and counterproductive leading to a passive and aggressive 
culture which will interfere with the employees and managers 
performance. These behaviours will lead managers to use 
more directive and restrictive leadership tactics and less 
supportive ones which are less dependent on the situation.

Leadership impact: As constructive impact significantly 
influenced working conditions, (excluding hours), social 
aspects of job, supervision and other job satisfaction 
dimensions, managers in IT can increase their constructive 
impact when they move towards a defining/envisioning 
and facilitating/creating a setting and move away from 
constraining behaviours. They have an impact on employees’ 
self-actualizing behaviours when they move away from 
vertical and toward lateral/stimulating thinking behaviours 
and move away from constraining and toward facilitating/
creating a setting behaviours.

Response to dissatisfaction: IT organizations need to pay 
closer attention to the diversity of the workforce and design 
company policies that increases inclusion and reduces 
discrimination in the workforce regarding recruitment, 
selection, induction and socialization, training and 
development, career and succession planning, promotion and 
transfer policies, pay and benefits administration, challenging 
jobs and work design, opportunities to engage in decision 
making, autonomy and freedom to plan and execute work, 
empowerment and participation, employee welfare and 
involvement programs, employee engagement and talent 
acquisition programs, performance management systems and 
healthy employer-employee relations, and finally the exit 
process. All these processes and policies need to be fair to all 
employees irrespective of the diversity. This will increase the 
commitment and loyalty of employees and they will be able 
to engage in active and constructive ways in responding to 
dissatisfaction. Increases constructive impact on employees 
and reduce defensive impact. These will certainly decrease 
i the level of dissatisfaction of IT employees and create a 
psychologically non-threatening work environment which 
will increase the likelihood of IT employees choosing voice 
and loyalty as responses to dissatisfaction more frequently and 
not exhibiting exit and neglect responses when dissatisfied.

Limitations of the study: The self-report of leadership 
strategies and impact and response to dissatisfaction that 
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were taken from each respondent present the problem of 
common method variance. This problem is reduced as the 
reliability and validity of the instruments were found to 
be high. Genuineness in self-report is taken for granted in 
the present study like in any other surveys and interviews. 
The scope of the present study can be extended to do a path 
analysis among the variables.

Suggestions for further research: This study should be 
replicated in other sectors to ascertain if the findings hold 
true in all organizations. Attempts should be made to obtain 
measures of exogenous and endogenous variables at different 
periods of time on leadership strategies and impact, and 
response to dissatisfaction. Other models and relationships 
can be developed and tested and critical human resource 
management and organizational behaviour variables can be 
investigated as Dependent variables.

Conclusion: The findings of the present study pinpoint 
certain relevant conclusions, particularly focusing on the 
centrality of leadership as critical Independent variable 
affecting the response to dissatisfaction of IT employees. 
The study indicated that Prescriptive leadership strategy had 
a Constructive impact on employees; organizations need to 
nurture and imbibe as part of their organization culture the 
behaviours that reinforce Prescriptive leadership behaviours 
and decrease Restrictive leadership strategy so that Passive/
Defensive and Aggressive/Defensive behaviours are reduced. 
The employee’s response to dissatisfaction was more Active 
and Constructive when   the use of Prescriptive leadership 
strategy and Constructive impact was more. Therefore 
organizations need to create shared meaning among their 
managers to engage in these behaviours more. Organizations 
need to factor in demographic differences while planning and 
executing manpower, recruitment, training, and development 
policies Career and succession plans, empowerment and 
involvement programs, benefits and compensation policies, 
safety, health and welfare programs and any other policies 
introduced should ensure that diversity of the workforce 
needs to be taken care of and should be perceived as fair to 
all groups of knowledge workers.
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Table I Indicating Pearson correlations among leadership strategies adopted by managers and 
its impact in IT organizations 
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Prescriptive 
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Restrictive 
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* Significant at the 0.05 level. ** Significant at the 0.01 level. 
aFrom Leadership/Impact® Feedback Report by R.A. Cooke, Human Synergistics. Copyright 
© 2008 by Human Synergistics International. Adapted by permission 
 
Table II indicating Model Summary of squared multiple correlations of Leadership 
Strategies (Prescriptive and Restrictive) with Constructivea leadership impact 
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f  Predictors: restrictive, prescriptive
Table V Indicating discriminant analysis for managerial 
leadership strategiesa, and leadership impacta) and response 
to dissatisfaction on dimensions
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 INTRINSIC ASPECTS OF JOB (excluding ease)  
Constructive  1.038 Constructive  1.394 Negle

ct  1.027 77.5 
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 WORKING CONDITIONS (excluding hours).  
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 EASE (from intrinsic aspects of job)  
Constructive  -.683 Constructive  -1.022 Negle

ct  -.572 69.2 

aFrom Leadership/Impact® Feedback Report by R.A. Cooke, Human Synergistics. Copyright 
© 2008 by Human Synergistics International. Adapted by permission. 
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communication technology, the need for faster, reliable and 
inexpensive means of communication such as the toll-free 
number may become a necessity for companies operating in 
different industries (Mark Richardson, 2008).

2. Literature Review
A few studies have been undertaken to understand the 
experiences of consumers using vanity toll-free numbers.

Branding is important to every small business. It’s what sets 
you apart from competitors and helps people remember your 
business name and products. There are numerous ways small 
business owners can brand their business, and one successful 
way is to invest in a vanity toll free number. A vanity toll 
free number instantly gives your business brand recognition 
and gives off the impression of a reputable company. If your 
business is still small, a specialized number will also give 
consumers the impression of a larger business that can handle 
a large call volume. (Brandi Armstrong, ezienarticles.com)
Toll free vanity numbers make it easy for your customers and 
prospective customers to remember your number, and that 
means that your business gets more calls. It also helps to brand 
your business. Keep this in mind when you’re brainstorming 
toll free vanity numbers and don’t stop coming up with ideas 
until you hit the right one. (Tim Paulino, freedom800.com) 
When it comes to marketing a business vanity number plays 
a very essential role because these toll free numbers provide 
an additional benefit of memorability. Vanity phone numbers 
can be a great way to promote your business if they are dealt 
with a little creativity and professionalism. Accurately chosen 
vanity number can grab the loads of clients to your business. 
(bukisa.com)

Regardless of the size of your business, toll free vanity 
numbers have the potential to increase your profits and 
achieve a greater customer base.  A vanity number also has the 
potential to boost your chances of existing customers finding 
you more easily and sharing your unique phone number with 
their friends.  (Tim Paulino, freedom800.com) 

Acquiring a vanity number can be quite expensive especially 
if the company is just starting but the benefits can be endless 
and beneficial at the same time. The vanity advertising system 
is a powerful marketing technique that many companies have 
dared to use to attain a higher marketing level. All huge 
corporations nowadays choose to have a vanity number 
instead of just a local number to set themselves apart from 
other companies. The benefits of a vanity number can be 
timeless for a company that knows how to use the benefits to 
their advantages.(Alena,2010)

The power of vanity number was conducted by Michael J. 
Motto Advertising (New Providence, NJ) that found it pulled 
14 times more calls than its numeric equivalent when used in 
identical radio spots (Adeptel.com, 2008)

A number of research studies were carried out by Response 
Marketing Group, on the effectiveness of toll-free numbers 
including: 
Toll-free Numbers in Television Commercials
Fortune 500 SM Companies- Use of Toll-Free Numbers on 
the Internet
Use of Toll-Free Numbers in Radio Advertising
Use of Toll-Free Numbers in Magazine Advertising
Use of Toll-Free Numbers in Billboard Advertising
  Some of their major findings are listed below: 
 Use of Toll Free Numbers as direct response mechanism 
in television advertising was undertaken and the results of 

this study show that 35% of commercials display a phone 
number: the response mechanism, with 82% being toll-free, 
additionally, 74% use the use toll-free 800 prefix (as opposed 
to 866, 877 or 888), and 61% being 800 vanity numbers.

In the study on the General use of Toll-free Numbers as direct 
response vehicles in television advertising it was found that  
24% of commercials viewed use toll-free number as response 
mechanisms, with 91% being toll-free 800 numbers (as 
opposed toll-free 888, 877 or 866), and 57% being 800 vanity 
numbers.

Use of Toll-free Numbers on the internet, the results of this 
study, focusing on the use of toll-free numbers by companies 
on the Fortune 500SM list, shows 86% of these companies 
use a toll-free numbers and 80% of them use a number 
with the 800 prefix, 50% of these companies with toll-free 
numbers used a vanity number (numbers that translate into a 
word for easy recall), with the 800 Prefix (as opposed to toll-
free 888,877,866) being used 80% of the time.

Use of Toll-Free numbers in radio advertising: The results of 
this study show that radio advertisements featuring a vanity 
800 number yield fifty- eight percent more phone calls than 
radio advertisements that mention a numeric toll-free number.
Direct Response in Radio Advertising : The results of this 
study show 29% of advertisements use toll-free numbers as 
response mechanisms, with 66% being toll-free 800 numbers 
(as opposed to toll-free 888,877 or 866), and 72% being 
vanity 800 numbers.

Telephone Number recall in Radio Advertising: This study 
quantified how consumers retain toll-free numbers used in 
radio advertisements. The findings show that after only one 
exposure to a radio spot 58% of the subjects could recall a 
vanity 800 numbers, which compares very favorably with 
“hybrid” numbers – which were recalled correctly by 44% 
of subjects.

Use of Toll-free Numbers as Direct Response Mechanisms 
in Billboard advertising: This study examined vanity toll-
free numbers as response device in billboard advertising 
in two markets. The study data reveals that almost 30% of 
the surveyed billboard advertising included a telephone 
number. Toll-free numbers made up the largest percentage 
– approximately 71% - of the telephone numbers included 
in the advertisements. Vanity numbers predominated; make 
up 76% of the total toll-free numbers. (Response Marketing 
Group, 2008)

One of the best tools to use in advertising is a toll free number 
that’s easy to remember. Whether your ads are on Television, 
billboards, or business cards you want a good number of 
customers who associate with you positively.

Take some of the highest ranking companies on Fortune’s 500 
lists. Verizon communications is ranked at number twelve 
whereas their competitors are ranked amazingly lower.

It could be due to the fact that Verizon communications 
uses a customized toll free number, 1-800-Pick-DSL, while 
competitors use increasingly harder to remember numbers. 
Customized numbers should convey a positive meaning to 
their audience as well as being easy to remember.

The world is a competitive marketplace and in order to get 
your own business in a highly ranked position you have to 
take all the necessary steps. Best of all, the necessary steps 
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Consumer Experiences Calling Vanity Toll–Free Numbers - An Exploratory Study

K. Shivakumar
 

Abstract:

This study examines the experiences of consumers using vanity toll free numbers during the following three phases (pre-
usage, usage, post-usage).  This includes, the source from where they came to know the vanity toll-free numbers, perceptions 
about using vanity toll-free numbers, frequency of usage, industries and organizations they have tried to contact, problems 
encountered by them and their post usage reactions and managerial implications

 Data were collected from 250 respondents residing in and around the Emirates of Sharjah and Dubai of the United Arab 
Emirates. The survey results indicate the following: that the sample came to know about the vanity toll free numbers through 
print media, audio-visual media,  radio and word of mouth in that order. The respondents find vanity toll free numbers are 
easy to operate and helpful. The respondents used vanity toll- free numbers to call the following institutions and services: 
Banking, Fast – food outlets, Airlines, Travel Agencies, Insurance and Taxi respectively, to gather the required information, 
to get solutions for the problems faced by them, and/ or to get the desired service.

  The survey revealed that the respondents faced problems such as long waiting time and unable to speak to the right person. 
It is suggested that to improve the services of vanity toll free numbers, professionally trained staff should be available round 
the clock to attend consumers’ calls. Organizations can prepare a list of frequently asked questions and orient the staffs who 
attend vanity toll free calls. Also staff handling vanity toll free calls should be trained to be thorough professionals who can 
communicate effectively the relevant information in a polite and courteous manner. To successfully meet this requirement, 
organizations can customize their training program and these training programs can be periodically updated and modified to 
suit the changing needs of the consumers and the organization.

It is further suggested that studies taking samples from other Emirates can be carried out on specific service industries or 
manufacturing organizations.

Keywords: Consumers, Vanity Toll – free numbers, Phases, Frequency, Problems, Training.

1. Introduction 
Successful business organizations continue to put in every 
possible effort for getting satisfied and loyal consumers to 
survive and grow. However, these efforts can work well 
only when the consumers are satisfied every time they make 
a purchase. Organizations aspiring to secure the continued 
support and patronage of their consumers should design 
strategies for their consumers to voice their compliments, 
complaints, and suggestions.

Such strategies may well include feedback surveys, or service 
provider / employee evaluation forms, toll- free numbers and 
customer service calls (Kelli Bodey, Debra Grace, 2006).
AT&T developed 1-800 numbers in 1967 as a convenient 
way for businesses to pay the tolls for their customers who 
contacted them (Gaebler.com). However, Vanity toll-free 
numbers came in to use in the mid-nineties almost two 
and half decades after the toll-free numbers were launched 
(Answer.com)

Toll free numbers are an integral part of doing business 
today. They combine a powerful sales and marketing tool 
with added benefits over a local line. Small and large business 
alike use toll free numbers to appeal to a larger percentage 
of consumers, establish confidence with customers, and 
take advantage of features not offered on local lines (Brandi 
Cummings, 2006). 

A toll free number motivates a potential customer to satisfy 
his curiosity of the product or service in a convenient and 
hassle free manner since he is not charged for making calls 
to the company. 

In addition, toll free numbers serve as a user friendly 
marketing tool (Mark Richardson, 2008).Consumer research 
shows that customers who search phone book listings, when 
faced with a choice of several similar businesses, are much 
more likely to call a business with a toll free number than a 
business with a long- distance number. In addition, toll free 
numbers boost consumer confidence. Consumers assume that 
business with toll- free numbers are larger and more stable 
than their competitors (Yahoo! Small Business). Toll- free 
numbers are also increasingly popular for personal use. For 
example, parents can obtain toll-free numbers to give to a 
young adult who is away at college (FCC Consumer Facts, 
2008).

According to the US Census Bureau, every 31 seconds a 
limited- English speaker enters the US. But there is a silver 
lining. Typically, a pharmacist in a health system, clinic or 
community pharmacy setting initiates a three-way call over 
an 800- line via a dual hand set among the patient, pharmacist, 
and physician. An interpreter assists the pharmacist in 
explaining to patients how to take medications, the proper 
dosage and potential interaction. (Anthony Vecchione, 2006).
Even for a small association, an 800 service can still be a 
good investment. According to Mark B. Bundick of the 
National Association of Rocketry, when considering an 800 
service, the combination of staff size, services offered, and 
the number of members who will be calling will help you 
determine whether you can provide a better service with an 
800 number than with other methods ( Gary Fetgatter, Susan 
Cheshire, Mark B. Bundick, 2007).

Due to liberalization and globalization of trade, commerce 
and services and developments in the field of information and 
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communication technology, the need for faster, reliable and 
inexpensive means of communication such as the toll-free 
number may become a necessity for companies operating in 
different industries (Mark Richardson, 2008).

2. Literature Review
A few studies have been undertaken to understand the 
experiences of consumers using vanity toll-free numbers.

Branding is important to every small business. It’s what sets 
you apart from competitors and helps people remember your 
business name and products. There are numerous ways small 
business owners can brand their business, and one successful 
way is to invest in a vanity toll free number. A vanity toll 
free number instantly gives your business brand recognition 
and gives off the impression of a reputable company. If your 
business is still small, a specialized number will also give 
consumers the impression of a larger business that can handle 
a large call volume. (Brandi Armstrong, ezienarticles.com)
Toll free vanity numbers make it easy for your customers and 
prospective customers to remember your number, and that 
means that your business gets more calls. It also helps to brand 
your business. Keep this in mind when you’re brainstorming 
toll free vanity numbers and don’t stop coming up with ideas 
until you hit the right one. (Tim Paulino, freedom800.com) 
When it comes to marketing a business vanity number plays 
a very essential role because these toll free numbers provide 
an additional benefit of memorability. Vanity phone numbers 
can be a great way to promote your business if they are dealt 
with a little creativity and professionalism. Accurately chosen 
vanity number can grab the loads of clients to your business. 
(bukisa.com)

Regardless of the size of your business, toll free vanity 
numbers have the potential to increase your profits and 
achieve a greater customer base.  A vanity number also has the 
potential to boost your chances of existing customers finding 
you more easily and sharing your unique phone number with 
their friends.  (Tim Paulino, freedom800.com) 

Acquiring a vanity number can be quite expensive especially 
if the company is just starting but the benefits can be endless 
and beneficial at the same time. The vanity advertising system 
is a powerful marketing technique that many companies have 
dared to use to attain a higher marketing level. All huge 
corporations nowadays choose to have a vanity number 
instead of just a local number to set themselves apart from 
other companies. The benefits of a vanity number can be 
timeless for a company that knows how to use the benefits to 
their advantages.(Alena,2010)

The power of vanity number was conducted by Michael J. 
Motto Advertising (New Providence, NJ) that found it pulled 
14 times more calls than its numeric equivalent when used in 
identical radio spots (Adeptel.com, 2008)

A number of research studies were carried out by Response 
Marketing Group, on the effectiveness of toll-free numbers 
including: 
Toll-free Numbers in Television Commercials
Fortune 500 SM Companies- Use of Toll-Free Numbers on 
the Internet
Use of Toll-Free Numbers in Radio Advertising
Use of Toll-Free Numbers in Magazine Advertising
Use of Toll-Free Numbers in Billboard Advertising
  Some of their major findings are listed below: 
 Use of Toll Free Numbers as direct response mechanism 
in television advertising was undertaken and the results of 

this study show that 35% of commercials display a phone 
number: the response mechanism, with 82% being toll-free, 
additionally, 74% use the use toll-free 800 prefix (as opposed 
to 866, 877 or 888), and 61% being 800 vanity numbers.

In the study on the General use of Toll-free Numbers as direct 
response vehicles in television advertising it was found that  
24% of commercials viewed use toll-free number as response 
mechanisms, with 91% being toll-free 800 numbers (as 
opposed toll-free 888, 877 or 866), and 57% being 800 vanity 
numbers.

Use of Toll-free Numbers on the internet, the results of this 
study, focusing on the use of toll-free numbers by companies 
on the Fortune 500SM list, shows 86% of these companies 
use a toll-free numbers and 80% of them use a number 
with the 800 prefix, 50% of these companies with toll-free 
numbers used a vanity number (numbers that translate into a 
word for easy recall), with the 800 Prefix (as opposed to toll-
free 888,877,866) being used 80% of the time.

Use of Toll-Free numbers in radio advertising: The results of 
this study show that radio advertisements featuring a vanity 
800 number yield fifty- eight percent more phone calls than 
radio advertisements that mention a numeric toll-free number.
Direct Response in Radio Advertising : The results of this 
study show 29% of advertisements use toll-free numbers as 
response mechanisms, with 66% being toll-free 800 numbers 
(as opposed to toll-free 888,877 or 866), and 72% being 
vanity 800 numbers.

Telephone Number recall in Radio Advertising: This study 
quantified how consumers retain toll-free numbers used in 
radio advertisements. The findings show that after only one 
exposure to a radio spot 58% of the subjects could recall a 
vanity 800 numbers, which compares very favorably with 
“hybrid” numbers – which were recalled correctly by 44% 
of subjects.

Use of Toll-free Numbers as Direct Response Mechanisms 
in Billboard advertising: This study examined vanity toll-
free numbers as response device in billboard advertising 
in two markets. The study data reveals that almost 30% of 
the surveyed billboard advertising included a telephone 
number. Toll-free numbers made up the largest percentage 
– approximately 71% - of the telephone numbers included 
in the advertisements. Vanity numbers predominated; make 
up 76% of the total toll-free numbers. (Response Marketing 
Group, 2008)

One of the best tools to use in advertising is a toll free number 
that’s easy to remember. Whether your ads are on Television, 
billboards, or business cards you want a good number of 
customers who associate with you positively.

Take some of the highest ranking companies on Fortune’s 500 
lists. Verizon communications is ranked at number twelve 
whereas their competitors are ranked amazingly lower.

It could be due to the fact that Verizon communications 
uses a customized toll free number, 1-800-Pick-DSL, while 
competitors use increasingly harder to remember numbers. 
Customized numbers should convey a positive meaning to 
their audience as well as being easy to remember.

The world is a competitive marketplace and in order to get 
your own business in a highly ranked position you have to 
take all the necessary steps. Best of all, the necessary steps 
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don’t have to cost you a fortune. Use a vanity/custom phone 
number to be remembered. (Tollfreenumber.org, 2008)

The results of this study not only confirm conventional 
wisdom that vanity numbers draw more calls, they remove 
even the slightest doubt said Sandra Murray, President of 
Response marketing group (Business Wire, Jan 19,  1999)

Top ten benefits of a vanity number are increased response 
rates, credibility & prestige, instant brand name, customer 
focused image, stronger presence, better domain name 
availability, repeat and second hand marketing, better 
customer service, improving customer feed back, additional 
sales avenue. The bottom line is that anyone that does 
business or deals with customer over the phone can reap huge 
benefits from a great vanity number (Telecentrex LLC, 2008)

As an ecommerce site owner, ensure to go step ahead of the 
normal website to provide instantaneous support and help to 
your customers. If it’s possible to offer live help service, it 
would be great. If not, display your customer care contact 
information very prominently on all pages and encourage 
your customers to call on your toll free numbers to sort their 
problems.

Also having a toll free number that spells your company name 
adds a little credibility that shows very easily too. It gives you 
a bigger company image, even if it’s just you and the toll free 
number forwards to your cell phone! The definition of good 
customer service is having a live person that knows what 
they’re doing answer the phone today (Bill Quimby, Toll free 
numbers.com, 2008)

Kerry Lauricella, founder of 1- 800 REPAIRS has listed the 
following advantages for contractors with vanity toll- free 
numbers:
Improved advertising results, improved credibility, service 
providers do not pay a percentage of the job, customer 
calls are dispatched to only one service provider, long-term 
contact not required, service provider maintains their identity, 
marketing service provided, advertising networking.
Greenfield noted some advantages of the vanity numbers, 
such as building brand awareness and refocusing marketing 
dollars. “It is a very cost effective way to continue to build a 
business,” she said.

The bottom line is that people remember letters more so than 
numbers,” Greenfield said. “It’s been proven with all the 
Fortune 500 companies using those catchy 1-800GOFEDEX, 
1-800-FLOWERS, etc.

1-800 REPAIRS give consumers free access to local, 
licensed, and insured companies that stand behind their work 
with a written guarantee.

“1-800 vanity phone numbers become imprinted in a 
prospect’s memory, long after an advertising campaign is 
completed and these numbers continue to produce calls. 
That’s because vanity phone numbers spell out exactly 
what you do.”(John R Hall-Air Conditioning, Heating and 
Refrigeration News July 30, 2007 Vol. 231)

According to a recent study, the lodging industry is the 
most frequent user of vanity toll-free telephone numbers 
(including 866,877, and 888 prefixes) in TV advertising. 
The Toll-free numbers in television advertising study found 
that, despite the growth of the World Wide Web, usage of 
toll-free numbers in TV ads continue to grow (Anonymous- 

Marketing Management. Chicago: Nov/Dec 2005. Vol. 14, 
ISS 6; 6, 1 pgs)

If you want to make your business line ring more often, get 
a toll free vanity number where the number spell words. 
According to a demographically representative in-house 
study of 110 adults conducted by Response marketing group, 
58% of consumers can recall a toll-free vanity number 
after hearing it just once in an advertisement. (John Fetto- 
American Demographics, Ithaca: Nov 2002, Vol.24, ISS.10, 
Pg.15, 1 Pgs)

3. Research Objectives

Present study has been undertaken with the objective to know 
from the consumers the experiences they have had when they 
used the vanity toll-free numbers. This includes:
 The source from where they came to know the vanity  

toll-free numbers
  Perceptions about using vanity toll-free numbers
  Frequency of usage
  Industries and  organizations they have tried to contact 

using vanity toll-free numbers  
  The problems encountered by them
 Post usage reactions and managerial implications

4. Research Design
A pre-designed questionnaire on a five point scale was used to 
collect the primary data from the respondents (experiences). 
The questionnaire was framed to elicit the experiences of the 
respondents on the following three usage phases.

4.1 Pre-usage phase
• Awareness about vanity toll free numbers
• Perceived utility of vanity toll free numbers

4.2 Usage phase
• Frequency of vanity toll free numbers called
• Reasons for usage
• Organizations / Institutions called

4.3 Post – usage phase
• Problems encountered while using vanity toll free 

numbers
• Perceived training need for the staff

Three hundred questionnaires were distributed and after 
repeated calls two hundred and sixty  two questionnaires 
were got back and out of which two hundred and fifty 
questionnaires were found to be complete in all respects 
and the same have been taken as the sample for the study. 
Convenient sampling was used to collect the primary data 
from the residents of both the Emirates of Sharjah and Dubai. 
This was because the residents of UAE come from different 
countries having social, economical and cultural background.

5. Sample Profile
Demographic information reported on the survey indicated 
the following: 
Male respondents represented 55% of the sample, while 
female respondents represented the remaining 45%, with 
58% percent being under 25 years of age, 40% between 35 
to 50 years of age and 2% over 50 years. The report also 
indicated that 66% of the respondents to be single and the 
remaining 34% to be married. 
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Tables Showing the Sample Profile
 

Table1: Gender details

Table2: Age distribution

Table3:Marital Status

Table4:Education Level

Table5:Income Range

About 32% of the respondents reported to have studied up 
to school level, while 46%of the sample has done a bachelor 
degree and about 17% have done their masters and the 
remaining 5%of the respondents are diploma holders. The 
income levels of the respondents were 53% of  the sample  
getting up to AED 5000 per month, while 25% earned 
between AED 5000 and 10, 000, and 22% of the respondents 
earned over AED 10000 per month.

6. Survey Results
                                           

Table 7: Distribution of respondents count showing 
sources of Information

SA=Strongly Agree, A= Agree, SD= Strongly Agree
D= Disagree

 8 

6. SURVEY RESULTS 
                                            

Table 7: Distribution of respondents count showing sources of 
Information 

SA=Strongly Agree, A= Agree, SD= Strongly Agree, D= Disagree 
Source of Information SA/ A Neutral SD / D 

 Print media 201(80.4%) 22(8.8%) 27(10.8%) 
Audio Media 161(64.4%) 39(15.6%) 50(20%) 

Word of Mouth 129(51.6%) 49(19.6%) 72(28.8%) 
 
  

Table - 8 Distribution of respondents count showing Perception about     
                                               Vanity toll free numbers 
          SA=Strongly Agree, A= Agree, SD= Strongly Agree, D= Disagree 

Perception SA / A Neutral SD / D 
Easy to  Register 167(67.6%) 40(16%) 43(17.2%) 
Easy to  Recall 169(67.6%) 46(18.4%) 35(14.0%) 

Easy to Use 186(74.4%) 25(10%) 39(15.6%) 
   
6.1 Sources of Information 
 
Print media 80%, Radio 64% and Word of mouth 52% in that order indicated the respondents 
as the sources through which they came to know about the vanity toll-free numbers. 
 
6.2 Perception about Vanity toll free numbers 
 
Seventy-four percent of the respondents informed that vanity toll-free numbers are easy to 
use, while 68% feel that vanity toll-free numbers are easy to recall and 68% of the sample 
opined that vanity toll-free numbers are easy to register.  
                     
6.3 Frequency of Usage  
 
About 50% of the surveyed respondents informed that they have made up to 10 calls, 24% 
have made between 10 and 20 calls and 26% more than 20 calls.  
                                 
 
 

 
 
 
 

 
 
 
 
                       Table 9B : Distribution of respondents count on  Period when calls made 

 
Period when 
calls made 

Last 2 months  Last  4 months Last  6 months Last  8 Months Last 1year 
 

Number / % of 
respondents 

74(29.6%) 53(21.2%) 33(13.2%) 26(10.4%) 64(25.6%) 

 
 
 

Table 9A: Distribution of respondents count on Frequency of                          
calls made 

Frequency of 
usage 

Up to 10 calls 
 

Between 10 and 
20 calls 

More Than 20 
calls 

Number / % of 
respondents 

126(50.4%) 59(23.6%) 65(26%) 
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Tables Showing the Sample Profile 
 
 Table1: Gender details 

Gender Count Percentage 
Male 137 54.8 

Female 113 45.2 
Total 250 100.0 

 
 

Table2: Age distribution 
Age distribution Count  Percentage 

Under 25 144 57.6 
25-34 74 29.6 
35-49 27 10.8 
50-59 5 2.0 
Total 250 100.0 

 
 

Table3:Marital Status 
Marital status Count Percentage 

Unmarried 165 66.0 
Married 85 34.0 

Total 250 100.0 
 
 

Table4:Education Level 
Education  Level Count Percentage 

High School 24 9.6 
Higher Secondary 55 22.0 
Bachelor Degree 114 45.6 
Master Degree 43 17.2 

Others like diploma 14 5.6 
Total 250 100.0 

 
 

 
About 32% of the respondents reported to have studied up to school level, while 46%of the 
sample has done a bachelor degree and about 17% have done their masters and the remaining 
5%of the respondents are diploma holders. The income levels of the respondents were 53% 
of  the sample  getting up to AED 5000 per month, while 25% earned between AED 5000 
and 10, 000, and 22% of the respondents earned over AED 10000 per month. 
 
 
 
 
 
 

Table5:Income Range 
 

Income Range Count Percentage 
Below AED 3000 80 32.0 
AED 3000- AED 

5000 
53 21.2 

AED 5000-
AED10000 

63 25.2 

AED 10000-
AED15000 

28 11.2 

Above AED.15000 26 10.4 
Total 250 100.0 
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6.1 Sources of Information
Print media 80%, radio 64% and word of mouth 52% in that 
order indicated the respondents as the sources through which 
they came to know about the vanity toll-free numbers.

6.2 Perception about Vanity toll free numbers
Seventy-four percent of the respondents informed that vanity 
toll-free numbers are easy to use, while 68% feel that vanity 
toll-free numbers are easy to recall and 68% of the sample 
opined that vanity toll-free numbers are easy to register.                 

6.3 Frequency of Usage 
About 50% of the surveyed respondents informed that they 
have made up to 10 calls, 24% have made between 10 and 20 
calls and 26% more than 20 calls. 
                                

Table 9A: Distribution of respondents count on 
Frequency of calls made

Table 9B : Distribution of respondents count on  Period 
when calls made

6.4 Period when calls made
Regarding the period during which these calls were made, 
30% have called in the last two months, 26% during the last 
one year,  21% in the last four months and 23% in the last six 
and eight months.

6.5 Institutions / Organizations called
The survey reveals that respondents used vanity toll- free 
numbers to call the following institutions and services: Bank-
ing 83%, Fast – food outlets 63%, Airlines 62%, Travel 
Agencies 62%, Insurance 54%, and Taxis 52%. The other 
institutions called by the respondents include Hospitals and 
Medical centers and Educational institutions each about 48%, 
and both Hotels and Drinking water each about 45%. 

Table 10: Distribution of respondents count on usage 
across various Institutions/ Organizations 

SA=Strongly Agree, A= Agree, SD= Strongly Agree
D= Disagree
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6.4 Period when calls made 
 
Regarding the period during which these calls were made, 30% have called in the last two 
months, 26% during the last one year,  21% in the last four months and 23% in the last six 
and eight months. 
 
6.5 Institutions / Organizations called 
 
The survey reveals that respondents used vanity toll- free numbers to call the following 
institutions and services: Banking 83%, fast – food outlets 63%, Airlines 62%, Travel 
Agencies 62%, Insurance 54%, and Taxis 52%. The other institutions called by the 
respondents include Hospitals and Medical centers and Educational institutions each about 
48%, and both Hotels and Drinking water each about 45%.  

Table 10: Distribution of respondents count on usage across various 
Institutions/ Organizations  

SA=Strongly Agree, A= Agree, SD= Strongly Agree, D= Disagree 
Institutions/ 
Organizations Called SA/ A Neutral SD/D 

Banking 208(83.2%) 09(3.6%) 33(13.2%) 
Insurance 136(54.4%) 40(16.0%) 74(29.6) 
Fast-food 158(63.2%) 37(14.8%) 55(22.0%) 

Travel Agencies 154(61.6%) 37(14.8%) 59(23.6%) 
Airlines 156(62.4%) 27(10.8%) 67(26.8%) 

Taxis 131(52.4%) 41(16.4%) 78(31.2%) 
Hospitals & Medical 

centers 121(48.4%) 32(12.8%) 97(38.8%) 

Educational Institution 120(48%) 39(15.6%) 91(36.4%) 
Hotels 113(45.2%) 49(19.6%) 88(35.2%) 

Drinking water 112(44.8%) 57(22.8%) 81(32.4%) 
 
6.6 Purpose for which calls made 
 
The survey disclosed that 82% of the respondents used the vanity toll-free numbers to gather 
the required information, 75% to get solutions for the problems faced by them, and 66% to 
get the desired service. 

Table 11: Distribution of respondents count on purpose for which calls 
made 

SA=Strongly Agree, A= Agree, SD= Strongly Agree, D= Disagree 
Purpose  SA / A Neutral SD/ D  

 Solve the problem 187(74.8%) 30(12.0%) 33(13.2%) 
Get the required 

information 205(82%) 22(8.8%) 23(9.2%) 

Get the desired services 166(66.4%) 41(16.4%) 43(17.2%) 
 
6.7 Type of problems encountered 
 
The survey, however, showed that the respondents encountered problems while using the toll-
free numbers. They disclosed the following as the major problems encountered by them: 
Long waiting time/ being put on hold 72%, no response / no answer 52%, unable to speak to 
the right person 45% and communication problems 38%. Apart from these problems, about 
26% of the respondents informed that the persons answering the calls to be not informative 
and 25% felt the persons answering the call to be rude in their behavior.  
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6.7 Type of problems encountered
The survey, however, showed that the respondents encoun-
tered problems while using the toll-free numbers. They dis-
closed the following as the major problems encountered by 
them: Long waiting time/ being put on hold 72%, no response 
/ no answer 52%, unable to speak to the right person 45% and 
communication problems 38%. Apart from these problems, 
about 26% of the respondents informed that the persons an-
swering the calls to be not informative and 25% felt the per-
sons answering the call to be rude in their behavior. 

Table 12: Distribution of respondents count on problems 
encountered

SA=Strongly Agree, A= Agree, SD= Strongly Agree
D= Disagree

6.8 Post usage reactions
Four-fifth of the surveyed respondents have opined that to 
improve the effective usage of vanity toll-free numbers, staff 
should be available to attend calls; 73% and 71% of the sam-
ple respectively  feel that customers should not be put on hold 
or made to wait and only the right person should respond.

Table 13: Distribution of respondents count on post 
usage reaction

SA=Strongly Agree, A= Agree, SD= Strongly Agree,
D= Disagree
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The survey reveal that not less than 76% of the sample strong-
ly feels  proper training should be given to staff answering 
vanity toll-free calls. Training should focus on both  making 
these staff to be more professional, polite and courteous when 
answering calls, and improve their communication skills to 
make them to be more informative and provide relevant in-
formation to the consumers

7. Hypothesis Testing
No significant level of dependency or association could be 
established between variables and the major phases taken for 
the study.
However, significant level of association could be noted be-
tween the following phases. 
H1 There is a significant level of association between vanity 
toll free awareness and perceived utility of vanity toll free 
operations

Table – 1 Vanity toll free awareness classification * Per-
ceived Utility of vanity toll free operations
Count 

Table – 1 above shows that there exists a very significant as-
sociation between vanity toll-free awareness and perceived 
utility of vanity toll free operations
Sample who have good and very good awareness about van-
ity toll free classification perceive the utility of vanity toll 
free to be high or very high

H2 There is a significant level of association between van-
ity toll free awareness and perceived training need for staff / 
employees handling vanity toll free calls 
Table –2 Vanity toll free awareness classification * Perceived 
training need for employees handling vanity toll free calls 
-   Cross tabulation
Count 
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Table 12: Distribution of respondents count on problems encountered 
SA=Strongly Agree, A= Agree, SD= Strongly Agree, D= Disagree 

Problems Encountered SA / A Neutral SD/ D 
No response/Answer 127(51.9%) 43(17.9%) 70(29.2%) 

   Long Waiting time/ 
           Put on Hold 181(72.4%) 28(11.2%) 41(16.4%) 

     Not informative 66(26.4%) 91(36.4%) 93(37.2%) 
Rude Behavior 63(25.2%) 62(24.8%) 125(50%) 

Communication Problem 96(38.4%) 69(27.6%) 85(34%) 
 Unable to speak to the 

right person 113 (45.2%) 61(24.4%) 76(30.4%) 

 
 
6.8 Post usage reactions 
 
Four-fifth of the surveyed respondents have opined that to improve the effective usage of 
vanity toll-free numbers, staff should be available to attend calls; 73% and 71% of the sample 
respectively  feel that customers should not be put on hold or made to wait and only the right 
person should respond. 
 

Table 13: Distribution of respondents count on post usage reaction 
SA=Strongly Agree, A= Agree, SD= Strongly Agree, D= Disagree 

Post Usage Reaction SA/ Agree Neutral SD/ D 
 Staff Availability 200(80%) 22(8.8%) 28(11.2%) 

 Customers not to be  put    
on hold 182(72.8%) 23(9.2%) 45(18%) 

Right person should 
respond 177(70.8%) 38(15.2%) 35(14%) 

 
Training to Enhance  SA/ A Neutral  SD/ D 
Professional approach 202(80.8%) 20(8%) 28(11.2%) 

Being Polite and 
courteous 198(79.2%) 18(7.2%) 34(13.6%) 

Being Informative 191(76.4%) 20(8%) 39(15.6%) 
Communication Skills 194(77.6%) 20(8%) 36(14.4%) 

Giving relevant 
information 192(76.8%) 24(9.6%) 34(13.6%) 

 
 
 
 
 
The survey reveal that not less than 76% of the sample strongly feels  proper training should 
be given to staff answering vanity toll-free calls. Training should focus on both  making these 
staff to be more professional, polite and courteous when answering calls, and improve their 
communication skills to make them to be more informative and provide relevant information 
to the consumers. 
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 Unable to speak to the 

right person 113 (45.2%) 61(24.4%) 76(30.4%) 

 
 
6.8 Post usage reactions 
 
Four-fifth of the surveyed respondents have opined that to improve the effective usage of 
vanity toll-free numbers, staff should be available to attend calls; 73% and 71% of the sample 
respectively  feel that customers should not be put on hold or made to wait and only the right 
person should respond. 
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SA=Strongly Agree, A= Agree, SD= Strongly Agree, D= Disagree 

Post Usage Reaction SA/ Agree Neutral SD/ D 
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 Customers not to be  put    
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Right person should 
respond 177(70.8%) 38(15.2%) 35(14%) 

 
Training to Enhance  SA/ A Neutral  SD/ D 
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The survey reveal that not less than 76% of the sample strongly feels  proper training should 
be given to staff answering vanity toll-free calls. Training should focus on both  making these 
staff to be more professional, polite and courteous when answering calls, and improve their 
communication skills to make them to be more informative and provide relevant information 
to the consumers. 
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7. HYPOTHESIS TESTING 
No significant level of dependency or association could be established between variables and 
the major phases taken for the study. 
However, significant level of association could be noted between the following phases.  
H1 There is a significant level of association between vanity toll free awareness and 
perceived utility of vanity toll free operations 
Table – 1 Vanity toll free awareness classification * Perceived Utility of vanity toll free 
operations 
Count  

    Perceived 
Utility of 

Vanity toll 
free 

Operations 

    Total   

    Low High Very High     
Vanity Toll 

free 
awareness 
classificati

on 

Less 
Awareness 

45 25 6 76   

  Good 
awareness 

14 63 29 106   

  Very Good 
Awareness 

11 23 34 68   

Total   70 111 69 250   
 
Chi-Square Tests 

  Value df Asymp. 
Sig. (2-
sided) 

  

Pearson 
Chi-

Square 

70.550 4 .000   

 
Table – 1 above shows that there exists a very significant association between vanity toll-free 
awareness and perceived utility of vanity toll free operations 
Sample who have good and very good awareness about vanity toll free classification perceive 
the utility of vanity toll free to be high or very high 
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Table – 4 above shows that there exists a very significant association between perceived 
utility of vanity toll-free operations and perceived training need for staff/ employees handling 
vanity toll free calls 
Sample who have perceived the utility of the vanity toll free operations to be high or very 
high, feel strongly that staff / employees handling vanity toll-free calls should be properly 
and professionally trained.   
 
MANAGERIAL IMPLICATIONS 
 
Study shows that the respondents come to know about vanity toll free numbers through print 
media, audio visual media, radio and word of mouth. This being the case organizations 
instead of spending their promotion budget on other media can spend more on these media, to 
advertise the vanity toll free number. 
 
 
This can be done by increasing the frequency of the advertisements giving the vanity toll free 
number appearing in the print media currently used (e.g., newspapers, magazines) or can 
advertise the vanity toll free number in other newspapers and magazines so far not advertised.  
Similarly ads announcing the vanity toll free numbers can be repeated more often in the audio 
visual channels, radio channels, where it is presently advertised or new audio visual channels 
and radio channels can be identified to broadcast the vanity toll free number. 
 
 

Pe
ar

so
n 

C
hi

-
Sq

ua
re

 

Value df Asymp. Sig. (2-
sided) 

230.413 4 .000 

Table – 2 above shows that there exists a very significant as-
sociation between vanity toll-free awareness and perceived 
training need for vanity toll free employees

Sample who have good and very good awareness about vani-
ty toll free classification feel strongly that the employees han-
dling vanity toll free calls needs to be professionally trained
H3 There is a significant level of association between per-
ceived utility of vanity toll free numbers and problems en-
countered by the respondents     
       
Table – 3 Perceived Utility of vanity toll- free Operations * 
Problems encountered while using vanity toll free numbers - 
Cross tabulation
Count
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Chi-Square Tests 

 
 
 
 
 
 

Table – 3 above shows that there exists a very significant association between perceived 
utility of vanity toll-free operations and problems encountered by the respondents using 
vanity toll free numbers 
Sample who perceived the utility of the vanity toll free operations to be high or very high, 
have encountered more problems. 
 
 
 
 
 
 
 
 
 
 
 
 
 
H4 There is a significant level of association between perceived utility and perceived training 
need for staff / employees handling vanity toll free calls  
Table –4 Perceived Utility of vanity toll free Operations * Perceived training need for 
employees /staff handling vanity toll free calls   -   Cross tabulation 
Count  

Pe
ar

so
n 

C
hi

-S
qu

ar
e Value df Asymp. Sig. 

(2-sided) 
165.942 4 .000 

Table – 3 above shows that there exists a very significant 
association between perceived utility of vanity toll-free op-
erations and problems encountered by the respondents using 
vanity toll free numbers
Sample who perceived the utility of the vanity toll free opera-
tions to be high or very high, have encountered more prob-
lems.

H4 There is a significant level of association between per-
ceived utility and perceived training need for staff / employ-
ees handling vanity toll free calls 
Table –4 Perceived Utility of vanity toll free Operations * 
Perceived training need for employees /staff handling vanity 
toll free calls   -   Cross tabulation
Count 

Table – 4 above shows that there exists a very significant as-
sociation between perceived utility of vanity toll-free opera-
tions and perceived training need for staff/ employees han-
dling vanity toll free calls
Sample who have perceived the utility of the vanity toll free 
operations to be high or very high, feel strongly that staff / 
employees handling vanity toll-free calls should be properly 
and professionally trained.  

Managerial Implications
Study shows that the respondents come to know about vanity 
toll free numbers through print media, audio visual media, 
radio and word of mouth. This being the case organizations 
instead of spending their promotion budget on other media 
can spend more on these media, to advertise the vanity toll 
free number.

This can be done by increasing the frequency of the adver-
tisements giving the vanity toll free number appearing in the 
print media currently used (e.g., newspapers, magazines) or 
can advertise the vanity toll free number in other newspapers 
and magazines so far not advertised.  Similarly ads announc- 14 
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Table – 4 above shows that there exists a very significant association between perceived 
utility of vanity toll-free operations and perceived training need for staff/ employees handling 
vanity toll free calls 
Sample who have perceived the utility of the vanity toll free operations to be high or very 
high, feel strongly that staff / employees handling vanity toll-free calls should be properly 
and professionally trained.   
 
MANAGERIAL IMPLICATIONS 
 
Study shows that the respondents come to know about vanity toll free numbers through print 
media, audio visual media, radio and word of mouth. This being the case organizations 
instead of spending their promotion budget on other media can spend more on these media, to 
advertise the vanity toll free number. 
 
 
This can be done by increasing the frequency of the advertisements giving the vanity toll free 
number appearing in the print media currently used (e.g., newspapers, magazines) or can 
advertise the vanity toll free number in other newspapers and magazines so far not advertised.  
Similarly ads announcing the vanity toll free numbers can be repeated more often in the audio 
visual channels, radio channels, where it is presently advertised or new audio visual channels 
and radio channels can be identified to broadcast the vanity toll free number. 
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H2 There is a significant level of association between vanity toll free awareness and 
perceived training need for staff / employees handling vanity toll free calls  
Table –2 Vanity toll free awareness classification * Perceived training need for 
employees handling vanity toll free calls -   Cross tabulation 
Count  

    Perceived 
training need 

for 
employees 

handling  
Vanity toll 
free calls 

    Total   

    Low Medium High     
Vanity Toll 

free 
awareness 
classificati

on 

Less 
Awareness 

45 8 23 76   

  Good 
awareness 

14 20 72 106   

  Very Good 
Awareness 

10 10 48 68   

Total   69 38 143 250   
 
Chi-Square Tests 

  Value df Asymp. 
Sig. (2-
sided) 

  

Pearson 
Chi-

Square 

55.511 4 .000   

 
Table – 2 above shows that there exists a very significant association between vanity toll-free 
awareness and perceived training need for vanity toll free employees 
Sample who have good and very good awareness about vanity toll free classification feel 
strongly that the employees handling vanity toll free calls needs to be professionally trained 
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ing the vanity toll free numbers can be repeated more often 
in the audio visual channels, radio channels, where it is pres-
ently advertised or new audio visual channels and radio chan-
nels can be identified to broadcast the vanity toll free number.
To improve the effective usage of vanity toll free numbers 
consumers must be able to contact the organizations during 
any time of the day and organizations should ensure that there 
is always some staff available to attend customers’ calls. 

In case the requirement of the consumers can not be met im-
mediately, instead of putting the consumers on hold or make 
them wait, the staff can inform the consumer that they will 
call back at the time which is suited to the consumer. This 
will also provide an opportunity for the right person to speak 
to the consumer.

As a part of improving customer service, internal marketing 
should be done to all the staffs who attend vanity toll free 
calls, so that they are better informed and equipped to provide 
improved service to consumers. 

Organizations can prepare a list of frequently asked questions 
and orient the staff who attend vanity toll free calls with this 
information so that they can provide a more professional and 
thorough service to consumers. This list can be periodically 
updated as and when new questions are repeatedly raised or 
when new products / services are introduced or launched. 
Staff handling vanity toll free calls should be trained to be 
through professionals who can communicate effectively the 
relevant information in a polite and courteous manner. To 
successfully meet this requirement, organizations can cus-
tomize their training program and these training programs 
can be periodically updated and modified to suit the changing 
needs of the consumers and the organization.

Limitations and Future Research
Firstly, any survey based method, including that adopted in 
this study, involves measurement error. In other words, the 
elicitation of a scale measurement, respondent’s ability to ac-
curately report their level of agreement with the survey state-
ments (Kelli Bodey, Debra Grace, 2006). However, efforts 
were made to design the administered tool to be simple, easy 
to understand and respond. Convenient sampling was used to 
collect the data from residents living in and around the Emir-
ates of Sharjah and Dubai.

Regarding future research, it is suggested that more samples 
from other Emirates can be taken for study. Further, separate 
studies can be undertaken on service industries and manufac-
turing organizations.

Conclusion
While organizations have started to respond to the voices of 
their consumers, still plenty of scope is there for them to lis-
ten to their consumers more intently and fine tune their cus-
tomer service strategies. This will encourage more and more 
consumers to ventilate their views and help the organiza-
tions immensely not only to improve their performances and 
strengthen relationships with their consumers but also their 
bottom line. 
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Impact Of Economic And Life Style Factors On Real Estate Prices In India

P. Praveen Kumar., R. Kasilingam
 

Abstract:

Real estate industry is one of the booming industries in India. The real estate prices are driven by many factors in the 
country. The industry is more amenable to the changing environment. In other words growth rate in real estate industry 
changes according to changing environment. In order to study the factors which are influencing real estate prices the present 
study is carried out. This study attempts to find out the impact of demographic, economic and lifestyle indicators of India on 
residential prices. Forecasting of real estate prices growth rate is also carried out in this study. The study finds that all the 
independent factors have influence on real estate prices but lifestyle indicator (number of new passenger car registrations) 
has independent and significant influence on real estate prices. From the study, it is also clear that there will be rise in real 
estate price in future. 

Keywords: Real Estate prices in India, Growth rate in real estate prices, Factors determining real estate prices.

Introduction 
The residential prices in India are fluctuating due to many 
factors. The investors in real estate markets are so keen in 
watching the price movements in order to invest efficiently 
without any risk. So there is a need to find out the factors 
which are having influence on real estate prices in different 
places. For the purpose of simplicity four places across India 
were chosen for the study. The independent factors may be 
economic, political, social and life style of the people. The 
study will help the investors by explaining the key factors 
which are having direct impact on the residential prices in 
India. This study also focuses in forecasting the real estate 
price growth rate for 4 quarters. The forecasting rate will also 
guide the investors in correct way for investing in near future 
periods. 

Review of Literature
Raymond Y.C. Tse (1997) stated ARIMA model application 
to real-estate prices in Hong Kong and discussed the stationary 
in the time series data by unit root test. The estimated 
parameters are Office Property ARIMA(2,1,1) and Industrial 
Property ARIMA(2,1,1). The study says that psychological 
factors are to be considered in financial and futures markets. 
This paper shows the office and industrial property prices are 
fitted into the ARIMA equation.

Anthony Mills, David Harris and Martin Skitmore (2003) 
state the accuracy of housing forecasting in Australia. 
The study mentioned that this is the first attempt made in 
investing the accuracy of both the private as well as public 
sector forecasting. The study is similar to Stephan McNees at 
the Federal Reserve Bank in Boston, USA.

Tim Dixon (2005) studies the impact of ICT - information 
and communications technology on commercial real estate in 
the new economy. This was based on a qualitative assessment 
of existing frameworks and the study suggests that “socio-
technical framework” is better to observe the ICT impact in 
real estate than other “deterministic” frameworks.

Lawrence Chin & Gang-Zhi Fan (2005) discussed the 
vibrant prices in the private housing market of Singapore 

using ARIMA modeling. The study also discussed some 
of the models like ARMA and GARCH. The study finds 
the subsistence of positive autocorrelation in housing price 
changes at the first lag. The study concludes that the private 
housing market in Singapore is described by the weak-form 
inefficiency. DeimantėZalieckaitė, Vytautas Snieška, Jovita 
Vasauskaitė, Rita Remeikienė (2007) studies the price 
fluctuations in the Lithuanian real estate market. Onur O¨zsoy 
and Hasan S ahin (2008) studies the factors that are affecting 
the housing prices in Istanbul, Turkey. This study uses CART 
approach for the analysis. Chyi Lin Lee (2009) studies the 
housing price volatility in Australia. In order to study the 
price volatility this study uses EGARCH model. 

Kim Hin David Ho & Faishal bin Ibrahim Muhammad 
(2010) states the DCGE model - dynamic computable general 
equilibrium model and the model explains the dynamic 
interaction system and impact analysis due to the macro-
economy and macroeconomic policy. Based on ex post and 
ex ante model estimates it is found that suburban retail  real 
estate is more liable to GDP growth policy.

Ali Heps¸en & Metin Vatansever (2011) described the 
trend forecasting in Dubai housing market. The study uses 
Dubai Residential Property Price Index (DRPPI) data for 
forecasting by using Box-Jenkins autoregressive integrated 
moving average method. The study uses ADF, PP, and KPSS 
tests for checking stationary in the series. The study finds 
that average monthly percentage increase in the Reidin.com. 
Jing Li and Yat-Hung Chiang (2012) examines the factors 
that behind China’s real estate with the help of housing price 
and macro economic variables. Hassan Gholipour Fereidouni 
and Ebrahim Bazrafshan (2012) examine the determinants 
of returns on housing in Iran using GMM. Vijay Kumar 
Vishwakarma (2013) studied the forecasting of real estate 
business in the Canadian market. This study has compared 
three different ARIMA models like ARIMA, ARIMAX and 
ARIMAX-GARCH. 

Research Methodology
This study is based on descriptive research design. For the 
purpose of the study the popular residential areas in India like 
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Adayar in Chennai, Koramangala in Bangalore, Sarvodaya 
Enclave in New Delhi and Bandra West in Mumbai are 
chosen.  The time period taken for this study is ranges from 
2009 to 2011. The real estate prices in Rs. per Square feet 
of these places starting from the 3nd quarter of the calendar 
year of 2009 (i.e., July-September 2009) to the 4th quarter of 
the calendar year of 2011( i.e., October-December 2011) are 
taken as dependent variable. The independent variables for 
this study are demographic, economic and life style indicators 
of India. Data for the dependent variable (real estate prices) 
are collected from magicbricks webpage and data for the 
independent variables are collected from euromonitor 
webpage. In order to find out the impact of the demographic, 
economic, and life style indicators of India on the real estate 
prices simple and multiple regression analysis is used. For 
forecasting the future real estate price growth rate ARMA 
model is used.

Variables
Dependent variables:  This study includes Adayar average 
quarterly prices (Rs. per Square feet), Koramangala average 
quarterly prices (Rs. per Square feet), Sarvodaya Enclave 
average quarterly prices (Rs. per Square feet) and Bandra 
West average quarterly prices (Rs. per Square feet) as 
dependent variables. 

Independent variables: Independent variables of the study are 
grouped under three heads namely demographic, economic 
and life style indicators of India. Demographic & economic 
indicators of India include variables like inflation, density 
of population, GDP measured at purchasing power parity, 
consumer expenditure and annual disposable income. 
Whereas lifestyle indicators of India includes internet usages 
and number of new passenger car registrations. 

Present Trends In Real Estate Prices
Adayar average quarterly prices (Rs. per Square feet): Adayar 
is one of the popular residential areas situated in Chennai 
along the banks of the river Adayar and Chennai airport 
is approximately 5km away from Adayar and the Guindy 
railway station is considered to be the nearest railway station 
for Adayar. These features attract the people to settle over 
there.

Chart 1: Real Estate price movement in Adayar

Chart 1 reflects the fluctuating trend in the real estate prices 
in Adayar. In Oct-Dec 2009 average price falls by 7.5 percent 
and after that there is a slow growth in the trend. It has reached 
peak in Jul-Sep 2010 with growth rate of 17.7 percent. In the 
next quarter there is fall by 11.2 percent. After 2010 third 
quarter there is steady and continuous rise in real estate prices 
in adayar.

Adayar average quarterly prices (Rs. per Square feet): Adayar is one of the 
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and Madivala. Koramangala consists the famous education 
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College, St. John’s Research Institute, etc.,
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Chart 2 explains the decreasing trend by fall of 5.8 percent 
in the last quarter of calendar year of 2011. From 1st quarter 
to 2nd quarter of 2010 there is a steady peak of growth rate 
of 15.20 percent from 3 percent. But the 3rd quarter shows 
the deep fall of 12.06 percent from past. From this trend it is 
inferred that there is wide range of fluctuations in the trend of 
the real estate prices in Koramangala.

Sarvodaya Enclave average quarterly prices (Rs. per Square 
feet): Sarvodaya Enclave is considered to be one of the finest 
residential places in New Delhi. It has mixture of Schools, 
Colleges, Banks, Religious places, etc., people likes this 
place because of these favoured sign.  

Chart 3: Real Estate price movement in 
Sarvodaya Enclave

Chart 3 indicates steady rise in the trend of Sarvodaya Enclave 
average quarterly prices. From 3rd quarter of calendar year of 
2009 to 2nd quarter of calendar of 2010 reflects slow increase 
but from Jul-Sept 2010 to Oct-Dec 2010 there is incredible 
growth of 19.7 percent from fall of 3.1percent in Jul-Sept 
2010. After that the trend shows the positive growth.

Bandra West average quarterly prices (Rs. per Square feet): 
Bandra (pronounced Baah-ndra) is the popular place in 
Mumbai and from 20th century, west-side called as Bandra 
West and in the past this place has no popular on restaurants 
but in the present stage Bandra West is getting so popularity 
on restaurants in the quality aspects. 

Chart 4: Real Estate price movement in Bandra West 
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average price falls by 7.5 percent and after that there is a slow growth in the trend. It has 

reached peak in Jul-Sep 2010 with growth rate of 17.7 percent. In the next quarter there is fall 

by 11.2 percent. After 2010 third quarter there is steady and continuous rise in real estate 

prices in adayar. 

 

Koramangala average quarterly prices (Rs. per Square feet): Koramangala is said to be 

the popular residential area in Bangalore and it covers Jakasandra, Venkatapura and 

Madivala. Koramangala consists the famous education institutions namely St. 

John's Medical College, Jyoti Nivas College, St. John's Research Institute, etc., 
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of 2011. From 1st quarter to 2nd quarter of 2010 there is a steady peak of growth rate of 15.20 

percent from 3 percent. But the 3rd quarter shows the deep fall of 12.06 percent from past. 

From this trend it is inferred that there is wide range of fluctuations in the trend of the real 

estate prices in Koramangala. 
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Chart 4 shows decreasing trend in the last quarter of 2009 by 
1.2 percent and from Jan-Mar 2010 there is a positive growth 
in the Bandra West average quarterly prices. In Jan-Mar 2011 
and Apr-Jun 2011 there is no much deference in the growth 
of average quarterly price and it has only 1.9 percent and 1.8 
percent respectively.

Present Trends in Demographic, Economic and Life Style 
Indicators 
Inflation: Inflation is said to be the level of price raise of 
goods in India. In the 2010 there is a huge rise in inflation 
to 12.1 percent from 10.8 percent in 2009. The inflation is at 
controllable level in the year 2011 at 9.2 percent.

Density of population: Density of population can be meas-
ured as the population in a country per unit area. The density 
of population in India is 394.9, 401 and 407 during the period 
2009, 2010 and 2011 respectively. the density of population 
(persons per sq km) are 394.9, 401 and 407 respectively, This 
shows that there is no much difference in the growth rate ( 1.5 
percent only) in density of population during last three years.
GDP measured at purchasing power parity: GDP measured at 
purchasing power parity means value of goods and services 
produced in the year which are valued at the price prevails in 
United States. In India there is a high growth in 2009 of 12.6 
percent when compared to the growth of 9.1 percent in 2010 
and 10.1 percent in 2011.

Consumer expenditure: Consumer expenditure means amount 
spent by people to buy consumer goods. The growth rate in 
consumer spending is 25.98 percent in the year 2010 which is 
considered to be one of the highest levels when compared to 
growth rate of 4.33 percent in 2009 and 15.7 percent in 2011.
Annual disposable income: Annual disposable income = In-
come – Tax paid, and which is available for spending and 
savings activities. In India the growth rate of annual dispos-
able income in 2009 is just 2.06 percent but after that in 2010 
there is a tremendous increase in the growth by 26.65 percent.  
In 2011 the growth rate comes to 13.98 percent. 

Internet usages: Internet usages in India are growing year by 
year with incredible growth rate. In 2009 there is a growth 
rate of 18.5 percent only but after that two following subse-
quent years has the growth of 22 percent and which is consid-
ered to be the steady trend in the internet usages.

Number of new passenger car registrations: Number of new 
passenger car registrations means total number of new pas-
senger cars which are registered in a year. In India in 2009 the 
growth rate is only 4.77 percent but year 2010 has the growth 
rate of 11.33 percent and this is considered to be increasing 
trend and in 2011 the growth rate is only 6.3 percent.

Impact of Demographic & Economic Indicators of India 
on Real Estate Prices
To study the impact each economic indicator on real estate 
prices at Adayar, Koramangala, Sarvodaya Enclave and Ban-
dra West simple regression is applied.  The equation is
Average quarterly prices = α + β independent variable

Table 1: Impact of Demographic & Economic indicators 
of India on real estate average quarterly prices

*significant at 1% level **significant at 5% level
Table 1 shows R the correlation and R square the degree of 
determination, β the co-efficient and the t- value with level of 
significance. From the T values it is clear that all the variables 
have significant impact on real estate prices of all four places 
except inflation on Bandra West. Impact of Inflation on pric-
es in Adayar shows the standardised coefficient of -.641and 
which is considered to be the significant impact. Influence 
of Density of population and GDP measured at purchasing 
power parity on real prices in Adayar shows the standard-
ised coefficient of .834 and .842 respectively. Influence of 
Inflation on Koramanga real estate price has significant ef-
fect with standardised coefficient of -.768. The standardised 
coefficient for impact of Density of population on Koraman-
gala price is .870. This means when Density of population 
increases by 100 percent the Koramangala quarterly average 
price increases by 87 percent.

Table 2: Impact of Demographic & Economic indicators 
of India on real estate prices

*significant at 1% level **significant at 5% level
Table 2 shows all the independent variables such as consum-
er expenditure and annual disposable income have significant 
influence on the real estate price in Adayar, Koramangala, 
Sarvodaya and Bandra West. The single * indicates that the 
independent variables have significant influence at 99 percent 
level of confidence. The R square value indicates the degree 
of determination. The R square value for the influence of con-
sumer expenditure on Bandra west price is 0.832. This means 
that 83 percent of variance in Bandra price can be determined 
by consumer expenditure of India. 

Impact of Lifestyle Indicators of India on Real Estate 
Prices
The life style factors taken for the study are internet users and 
number of passenger car registration. The dependent varia-
bles are real estate price in Adayar, Koramangala, Sarvodaya 
Enclave and Bandra West. To find out the influence of each 
variable on real estate price simple correlation is performed. 
The results of the analysis are given in the table 3. The equa-
tion for the model is Dependent variable = α + β (dependent 
variable).

growth rate is only 4.77 percent but year 2010 has the growth rate of 11.33 percent and this is 

considered to be increasing trend and in 2011 the growth rate is only 6.3 percent. 

 
IMPACT OF DEMOGRAPHIC & ECONOMIC INDICATORS OF INDIA ON REAL 

ESTATE PRICES 

To study the impact each economic indicator on real estate prices at Adayar, Koramangala, 

Sarvodaya Enclave and Bandra West simple regression is applied.  The equation is 

Average quarterly prices = α + β independent variable  

Table 1: Impact of Demographic & Economic indicators of India on real estate average 

quarterly prices 
Independent 

variables Inflation Density of population GDP measured at 
purchasing power parity 

Dependent 
variables R R 

Square 
Coefficients 

(t) R R 
Square 

Coefficients 
(t) R R 

Square 
Coefficients 

(t) 

Adayar .641 .411 -.641         
(- 2.361)** .834 .695 .834 

(4.268)* .842 .708 .842 
(4.406)* 

Koramangala .768 .590 -.768 
(-3.394)* .870 .758 .870 

(5.001)* .887 .787 .887 
(5.435)* 

Sarvodaya .695 .482 -.695 
(-2.731)** .832 .692 .832 

(4.240)* .844 .713 .844 
(4.459)* 

Bandra West .608 .370 -.608 
(-2.167) .918 .843 .918 

(6.564)* .919 .844 .919 
(6.588)* 

*significant at 1% level **significant at 5% level 

Table 1 shows R the correlation and R square the degree of determination, β the co-efficient 

and the t- value with level of significance. From the T values it is clear that all the variables 

have significant impact on real estate prices of all four places except inflation on Bandra 

West. Impact of Inflation on prices in Adayar shows the standardised coefficient of -.641and 

which is considered to be the significant impact. Influence of Density of population and GDP 

measured at purchasing power parity on real prices in Adayar shows the standardised 

coefficient of .834 and .842 respectively. Influence of Inflation on Koramanga real estate 

price has significant effect with standardised coefficient of -.768. The standardised 

coefficient for impact of Density of population on Koramangala price is .870. This means 

when Density of population increases by 100 percent the Koramangala quarterly average 

price increases by 87 percent. 

Table 2: Impact of Demographic & Economic indicators of India on real estate prices 

Independent 
variables 

Consumer expenditure Annual disposable income 

Dependent variables R R 
Square Coefficients (T Value) R R 

Square Coefficients (T Value) 

Adayar .818 .670 .818 (4.029)* .808 .653 .808 (3.881)* 
Koramangala .844 .712 .844 (4.452)* .828 .685 .828 (4.173)* 

Sarvodaya .811 .658 .811 (3.919)* .798 .636 .798 (3.739)* 
Bandra West .912 .832 .912 (6.292)* .906 .821 .906 (6.062)* 

*significant at 1% level **significant at 5% level 

Table 2 shows all the independent variables such as consumer expenditure and annual 

disposable income have significant influence on the real estate price in Adayar, Koramangala, 

Sarvodaya and Bandra West. The single * indicates that the independent variables have 

significant influence at 99 percent level of confidence. The R square value indicates the 

degree of determination. The R square value for the influence of consumer expenditure on 

Bandra west price is 0.832. This means that 83 percent of variance in Bandra price can be 

determined by consumer expenditure of India.  

 
IMPACT OF LIFESTYLE INDICATORS OF INDIA ON REAL ESTATE PRICES 

The life style factors taken for the study are internet users and number of passenger 

car registration. The dependent variables are real estate price in Adayar, Koramangala, 

Sarvodaya Enclave and Bandra West. To find out the influence of each variable on real estate 

price simple correlation is performed. The results of the analysis are given in the table 3. The 

equation for the model is Dependent variable = α + β (dependent variable). 

Table 3: Impact of Lifestyle indicators of India on real estate prices 

Independent 
variables 

Internet usages 
Number of new passenger car 

registrations 

Dependent variables R R Square Coefficients (t) R R Square Coefficients (t) 

Adayar .842 .709 .842 (4.411)* .802 .644 .802 (3.800)* 
Koramangala .888 .788 .888 (5.451)* .819 .670 .819 (4.033)* 

Sarvodaya .845 .714 .845 (4.466)* .790 .624 .790 (3.644)* 
Bandra West .919 .844 .919 (6.585)* .902 .815 .902 (5.927)* 

*significant at 1% level **significant at 5% level 

Table 3 indicates that the lifestyle indicators have significant impact on average quarterly 

prices at 1 percent significant level. The R value also explains that there is a great correlation 

between the lifestyle indicators and the average quarterly prices. Model fitness also seems to 

be perfect in this case. The R square values for internet users are more than R square values 
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Chart 5: Forecasted Real estate prices growth rate

Chart 5: Forecasted Real estate prices growth rate

Chart 5 shows the pictorial representation of forecasted 
growth rate of real estate prices. The Chart shows future 
growth rate in real estate prices Adayar are varying from year 
to year wheras growth rate in Koramangala, Sarvodaya En-
clave and Bandra West remains same. Sarvodaya Enclave has 
highest growth rate in near future.

Conclusion 
The simple regression analysis reveals that the all the inde-
pendent variables including demographic, economic and life-
style indicators in India have the significant impact on the real 
estate prices in all four cities. The correlation analysis shows 
that there is a significant relationship among independent var-
iables. Therefore multiple regression is performed. The mul-
tiple regression analysis indicates that number of new pas-
senger car registrations in India drives the real estate prices of 
India. The price in Koramangala in Bangalore is influenced 
not only by car registration but also by inflation.  This means 
that real estate prices moves according to changes happening 
in the lifestyle. The forecasted real estae prices shows that the 
growth rate in real estate prices in Adayar are varying from 
year to year wheras growth rate in Koramangala, Sarvodaya 
Enclave and Bandra West remains same. Sarvodaya Enclave 
has highest growth rate.
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Table 3: Impact of Lifestyle indicators of India on real 
estate pricesrices

*significant at 1% level **significant at 5% level
Table 3 indicates that the lifestyle indicators have significant 
impact on average quarterly prices at 1 percent significant 
level. The R value also explains that there is a great correla-
tion between the lifestyle indicators and the average quarterly 
prices. Model fitness also seems to be perfect in this case. The 
R square values for internet users are more than R square val-
ues for number of new passenger car registration. This means 
that influence internet usages is more on real estate prices.  

Relationship Among Independent Variables
In this section all the independent variables are tested for the 
collinearity. In order to find out the collinearity among inde-
pendent variables correlation is performed. The results of the 
correlation is given below

Table 4: Correlation among Independent variables

* Correlation is significant at the 0.05 level (2-tailed) ** Cor-
relation is significant at the 0.01 level (2-tailed).

Table 4 explains relationship among independent variables 
such as economic and life style variables. The significant val-
ues are less than 0.05 for many cases which means there is 
significant relationship among independent variables. GDP 
has 1 percent significant relationship with Population and 5 
percent relationship with Inflation. Consumer expenditure 
has 1 percent significant relationship with Population and 
GDP. Annual Income has 1 percent significant relationship 
with Population, GDP and Consumer expenditure. Internet 
usage has 1 percent significant relationship with Inflation 
and 5 percent significant relationship with rest variables.  Car 
registration has 1 percent significant relationship with all the 
variables except Inflation. The table infers that population, 
Consumer expenditure, Annual Income and Car registrations 
have not related with the Inflation. 

Independent 
variables 

Consumer expenditure Annual disposable income 

Dependent variables R R 
Square Coefficients (T Value) R R 

Square Coefficients (T Value) 

Adayar .818 .670 .818 (4.029)* .808 .653 .808 (3.881)* 
Koramangala .844 .712 .844 (4.452)* .828 .685 .828 (4.173)* 

Sarvodaya .811 .658 .811 (3.919)* .798 .636 .798 (3.739)* 
Bandra West .912 .832 .912 (6.292)* .906 .821 .906 (6.062)* 

*significant at 1% level **significant at 5% level 

Table 2 shows all the independent variables such as consumer expenditure and annual 

disposable income have significant influence on the real estate price in Adayar, Koramangala, 

Sarvodaya and Bandra West. The single * indicates that the independent variables have 

significant influence at 99 percent level of confidence. The R square value indicates the 

degree of determination. The R square value for the influence of consumer expenditure on 

Bandra west price is 0.832. This means that 83 percent of variance in Bandra price can be 

determined by consumer expenditure of India.  

 
IMPACT OF LIFESTYLE INDICATORS OF INDIA ON REAL ESTATE PRICES 

The life style factors taken for the study are internet users and number of passenger 

car registration. The dependent variables are real estate price in Adayar, Koramangala, 

Sarvodaya Enclave and Bandra West. To find out the influence of each variable on real estate 

price simple correlation is performed. The results of the analysis are given in the table 3. The 

equation for the model is Dependent variable = α + β (dependent variable). 

Table 3: Impact of Lifestyle indicators of India on real estate prices 

Independent 
variables 

Internet usages 
Number of new passenger car 

registrations 

Dependent variables R R Square Coefficients (t) R R Square Coefficients (t) 

Adayar .842 .709 .842 (4.411)* .802 .644 .802 (3.800)* 
Koramangala .888 .788 .888 (5.451)* .819 .670 .819 (4.033)* 

Sarvodaya .845 .714 .845 (4.466)* .790 .624 .790 (3.644)* 
Bandra West .919 .844 .919 (6.585)* .902 .815 .902 (5.927)* 

*significant at 1% level **significant at 5% level 

Table 3 indicates that the lifestyle indicators have significant impact on average quarterly 

prices at 1 percent significant level. The R value also explains that there is a great correlation 

between the lifestyle indicators and the average quarterly prices. Model fitness also seems to 

be perfect in this case. The R square values for internet users are more than R square values 

for number of new passenger car registration. This means that influence internet usages is 

more on real estate prices.   

 
RELATIONSHIP AMONG INDEPENDENT VARIABLES 

 In this section all the independent variables are tested for the collinearity. In order to 

find out the collinearity among independent variables correlation is performed. The results of 

the correlation is given below 

Table 4: Correlation among Independent variables 

  Inflation Population GDP Consumer 
expenditure 

Annual 
Income 

Internet 
usages 

Car 
registratio

ns 

Inflation 
Correl
ation 1       

Sig.        

Population 
Correl
ation -.630 1      

Sig. .051       

GDP 
Correl
ation -.679* .998** 1     

Sig. .031 .000      

Consumer 
expenditure 

Correl
ation -.564 .997** .989** 1    

Sig. .090 .000 .000     

Annual 
Income 

Correl
ation -.527 .992** .982** .999** 1   

Sig. .118 .000 .000 .000    

Internet 
usages 

Correl
ation -.681* .998** 1.000*

* .989** .981** 1  

Sig. .030 .000 .000 .000 .000   

Car 
registrations 

Correl
ation -.508 .989** .977** .998** 1.000** .977** 1 

Sig. .134 .000 .000 .000 .000 .000  
* Correlation is significant at the 0.05 level (2-tailed) ** Correlation is significant at the 0.01 level (2-

tailed). 
Table 4 explains relationship among independent variables such as economic and life style 

variables. The significant values are less than 0.05 for many cases which means there is 

significant relationship among independent variables. GDP has 1 percent significant 

relationship with Population and 5 percent relationship with Inflation. Consumer expenditure 

has 1 percent significant relationship with Population and GDP. Annual Income has 1 percent 

significant relationship with Population, GDP and Consumer expenditure. Internet usage has 

1 percent significant relationship with Inflation and 5 percent significant relationship with 

rest variables.  Car registration has 1 percent significant relationship with all the variables 

Factors Determining Real Estate Average Quarterly 
Prices
Multiple regression is performed by using all the demograph-
ic, economic and the lifestyle indicators of India as independ-
ent variables and real estate prices as dependent variable. This 
will indicate independent impact of each variable on depend-
ent variable. The equation of this model is Average quarterly 
prices = α + β1 inflation + β2 density of population + β3 GDP 
measured at purchasing power parity + β4 consumer expendi-
ture  + β5 annual disposable income + β6 internet usages  + 
β7 number of new passenger car registrations.
 

Table 5: Factors affecting real estate price

*significant at 1% level **significant at 5% level
When multiple regression is performed independent effect 
of each independent variable on dependent can be estimated.  
Table 5 shows real estate prices are determined by new pas-
senger car registrations in India. The car registration is hav-
ing influence on real estate prices in all four places such as 
Adayar, Kormangala, Sarvodaya and Bandra West. The real 
estate prices in Kormangala are influenced not only by car 
registration but also by inflation rate prevailing in India. . R 
represents the entire model correlation and R square repre-
sents the degree of determination. In this case, all the four 
models have the significant R and R square values. This indi-
cates that inflation and car registration India have significant 
influence on real estate prices.

Forecasting of Real Estate Prices Growth Rate
Real estate prices are forecasted by using ARMA model. For 
forecasting Koramangala and Bandra West real estate price, 
ARMA (1,1) model is used and for Adayar and Bandra West 
forecasting, ARMA (1,2) model is used. ARMA models are 
carried after satisfying with unit root test result. The model 
is chosen by taking variables which are having significant in-
fluence. In this study attempt has been made to predict the 
growth rate in real estate prices rather than the actual real 
estate prices. The forecasted growth rate in real estate prices 
in four different places are given in the table 5.

Table 5: Forecasted Real estate prices growth rate

Table 5 explains the future growth of real estate prices in four 
selected places in India. The growth rate in real estate prices 
in Adayar is varying from 5.7 percent to 6.4 percent. The 
growth rate in Koramangala, Sarvodaya Enclave and Ban-
dra are not varying very much. The growth rate in real estate 
prices are around 4.7 percent, 8.7 percent and 4.1 percent in  
Koramangala, Sarvodaya Enclave and Bandra West respec-
tively. 

except Inflation. The table infers that population, Consumer expenditure, Annual Income and 

Car registrations have not related with the Inflation.  

 

FACTORS DETERMINING REAL ESTATE AVERAGE QUARTERLY PRICES 

 Multiple regression is performed by using all the demographic, economic and the 

lifestyle indicators of India as independent variables and real estate prices as dependent 

variable. This will indicate independent impact of each variable on dependent variable. The 

equation of this model is 

Average quarterly prices = α + β1 inflation + β2 density of population + β3 GDP measured at 

purchasing power parity + β4 consumer expenditure  + β5 annual disposable income + β6 

internet usages  + β7 number of new passenger car registrations.  

Table 5: Factors affecting real estate price 

Independent variables Inflation 
Number of new passenger car 

registrations 
Dependent variables R R Square Coefficients (t) Coefficients (t) 

Adayar .847 .717 - .642 (2.754)** 
Koramangala .915 .838 -.475 (-2.690)** .578 (3.270)* 

Sarvodaya .860 .740 - .589 (2.636)** 
Bandra West .919 .845 - .800 (4.629)* 

 *significant at 1% level **significant at 5% level 

When multiple regression is performed independent effect of each independent variable on 

dependent can be estimated.  Table 5 shows real estate prices are determined by new 

passenger car registrations in India. The car registration is having influence on real estate 

prices in all four places such as Adayar, Kormangala, Sarvodaya and Bandra West. The real 

estate prices in Kormangala are influenced not only by car registration but also by inflation 

rate prevailing in India. . R represents the entire model correlation and R square represents 

the degree of determination. In this case, all the four models have the significant R and R 

square values. This indicates that inflation and car registration India have significant 

influence on real estate prices. 

 

FORECASTING OF REAL ESTATE PRICES GROWTH RATE 

 Real estate prices are forecasted by using ARMA model. For forecasting 

Koramangala and Bandra West real estate price, ARMA (1,1) model is used and for Adayar 

and Bandra West forecasting, ARMA (1,2) model is used. ARMA models are carried after 

satisfying with unit root test result. The model is chosen by taking variables which are having 

significant influence. In this study attempt has been made to predict the growth rate in real 

estate prices rather than the actual real estate prices. The forecasted growth rate in real estate 

prices in four different places are given in the table 5. 

Table 5: Forecasted Real estate prices growth rate 

 Adayar Koramangala Sarvodaya Enclave Bandra West 
Jul-Sep 2012 6.470146 4.738632 8.713569 4.12873 
Oct-Dec 2012 5.739194 4.738633 8.718283 4.12873 
Jan-Mar 2013 6.279702 4.738633 8.715966 4.12873 
Apr-Jun 2013 5.880019 4.738633 8.717104 4.12873 
Jul-Sep 2013 6.175568 4.738633 8.716545 4.12873 

 

Table 5 explains the future growth of real estate prices in four selected places in India. The 

growth rate in real estate prices in Adayar is varying from 5.7 percent to 6.4 percent. The 

growth rate in Koramangala, Sarvodaya Enclave and Bandra are not varying very much. The 

growth rate in real estate prices are around 4.7 percent, 8.7 percent and 4.1 percent in  

Koramangala, Sarvodaya Enclave and Bandra West respectively.  

Chart 5: Forecasted Real estate prices growth rate 

Ê

Chart 5 shows the pictorial representation of forecasted growth rate of real estate prices. The 

Chart shows future growth rate in real estate prices Adayar are varying from year to year 

wheras growth rate in Koramangala, Sarvodaya Enclave and Bandra West remains same. 

Sarvodaya Enclave has highest growth rate in near future. 

 
CONCLUSION  

 The simple regression analysis reveals that the all the independent variables including 

demographic, economic and lifestyle indicators in India have the significant impact on the 
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Chart 5 shows the pictorial representation of forecasted 
growth rate of real estate prices. The Chart shows future 
growth rate in real estate prices Adayar are varying from year 
to year wheras growth rate in Koramangala, Sarvodaya En-
clave and Bandra West remains same. Sarvodaya Enclave has 
highest growth rate in near future.

Conclusion 
The simple regression analysis reveals that the all the inde-
pendent variables including demographic, economic and life-
style indicators in India have the significant impact on the real 
estate prices in all four cities. The correlation analysis shows 
that there is a significant relationship among independent var-
iables. Therefore multiple regression is performed. The mul-
tiple regression analysis indicates that number of new pas-
senger car registrations in India drives the real estate prices of 
India. The price in Koramangala in Bangalore is influenced 
not only by car registration but also by inflation.  This means 
that real estate prices moves according to changes happening 
in the lifestyle. The forecasted real estae prices shows that the 
growth rate in real estate prices in Adayar are varying from 
year to year wheras growth rate in Koramangala, Sarvodaya 
Enclave and Bandra West remains same. Sarvodaya Enclave 
has highest growth rate.
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