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Abstract

The U.S. unemployment rate serves as a critical economic indicator, playing a pivotal role in assessing economic 
well-being and societal welfare and attracting the attention of both national and international corporations. The 
present study takes into account the underlying causes, effects, and potential remedies associated with the unem-
ployment rate. The study also aims to construct a robust forecasting methodology for the unemployment rate 
indicator, with the help of diverse set of variables such as the S&P 500 index, inflation rates, currency fluctua-
tions, and other associated factors. Several statistical models, including logistic regression OLS (Ordinary Least 
Square), neural networks, k-nearest neighbours, and supervised machine learning algorithms, have been exam-
ined. In the present study, the logistic regression model achieved a relatively high accuracy of 67%, which is 
compatible with the inherent volatility of the unemployment rate.

Keywords

1 . Introduction
The percentage of the labor force in a region that is jobless yet actively seeking for work is referred to as the 

Unemployment rate, machine learning, confusion matrix, forecasting 

��

https://doi.org/10.37383/SBJ200102

Creative Commons Non Commercial CC BY-NC: This article is distributed under the terms of the Creative Commons Attribution NonCommercial 4.0 License which permits nonCommercial 
use, reproduction and distribution of the work without further permission subject to full attribution to the original publication and authors. The full terms of this licence may be seen at 
http://creativecommons.org/licences/by/4.0/legalcode  

Emerging Economies Cases Journal
5(2) 74 –81, 2023

© The Author(s) 2023
Article reuse guidelines:

in.sagepub.com/journals-permissions-india
DOI: 10.1177/25166042231179656

journals.sagepub.com/home/eec

Creative Commons Non Commercial CC BY-NC: This article is distributed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 License (http://www.creativecommons.org/licenses/by-nc/4.0/) which permits nonCommercial use, reproduction 

and distribution of the work without further permission provided the original work is attributed as specified on the SAGE and Open Access pages 
(https://us.sagepub.com/en-us/nam/open-access-at-sage). 

Management Teaching Case

Almarai Company: Regional Growth  
in the Arabian Gulf Market

Jalal Rajeh Hanaysha1

Abstract
Almarai is one of the well-known Fast Moving Consumer Goods brands in the region of Middle East, and is leading the 
market in majority of its product categories throughout the Gulf Cooperation Council (GCC). This case study aims to 
enrich our understanding about the success story of Almarai company in the GCC region. It focuses on analysing the dairy 
market in GCC and presenting SWOT analysis for the company. Additionally, this case study highlights the marketing 
mix strategies adopted by Almarai to maintain and grow its business in the GCC region. Finally, the key challenges faced 
by the dairy industry in the GCC region are presented. As a market leader in the region in dairy segment, the success of 
Almarai is attributed to its regular analysis of consumers’ demands and search of available options for introducing healthy 
items with high-quality nutritional values to satisfy their tastes and preferences. In order to achieve its vision, there is 
an emphasis on innovation at Almarai, and the company uses scientific methods to create new goods with the goal of 
expanding its product line and improving the lives of its customers.
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History and Background

Established in 1977, Almarai Company is now recognized 
as the world’s leading producer of dairy products. It is head-
quartered in the Kingdom of Saudi Arabia. Almarai 
Company is the leading Fast Moving Consumer Goods 
(FMCG) brand in the Middle East and North Africa 
(MENA) region, and it holds the largest market share in all 
of its product categories in Gulf Cooperation Council 
(GCC). In the early phases of the firm’s existence, the 
Kingdom of Saudi Arabia had a lack of sufficient infrastruc-
ture for the production and marketing of milk. Prince Sultan 
realized that the production and logistics for higher quality 
milk could benefit the region and the wider Middle East. 
Almarai thereafter constructed many facilities throughout 
Saudi Arabia, which was initially vital for assisting local 
farmers in the production and distribution of milk. Almarai 
passed through a period of reinvestment and restructuring 
in the beginning of 1990s, by transitioning from a decen-
tralized to a centralized structure (Naim, 2021). To replace 
five dispersed processing plants, a central processing plant 
was established. In addition, 10 smaller dairy farms dis-
persed throughout Saudi Arabia were consolidated into four 
larger dairy farms located in the Al Kharj region.

As of 2005, Almarai was no longer a limited liability 
business but rather a joint stock company. This was done in 
conjunction with the initial public offering (IPO), in which 
30% of the company’s equity was offered for sale on the 
Tadawul in Saudi Arabia. In order to make a room for the 
IPO, all of the company’s shareholders, including The 
Savola Group had their shareholdings reduced. However, it 
was not disclosed publicly about how the percentages of the 
remaining 30% of shares were allocated. In 2006, Almarai 
expanded its marketing efforts not only in milk items, but 
also included additional dairy products. The company pro-
moted its cheddar cheese throughout the Middle East in an 
effort to grow the number of customers who purchase 
cheese products. During the first months of 2007, Almarai 
and the authorized partners of Western Bakeries Company 
Limited signed a memorandum of agreement outlining the 



2 . Literature Review

unemployment rate, and it is an essential figure in economic analysis. This fundamental economic indicator forms 
a complex framework with numerous other economic variables, indicating not just the well-being of a nation or 
region, but also the way they interact. Businesses keep a careful eye on the unemployment rate due to its many facets.

Market Labor Conditions: Companies can learn about the current state of the labor market by interpreting the 
unemployment rate. This affects the workforce planning, talent acquisition tactics, and hiring decisions.

Consumer Spending Levels: A rising unemployment rate often leads to reduced spending. Corporations adjust 
their sales forecasts and marketing strategies accordingly.

Revenue Impact: Unemployment affects consumers’ purchasing power, directly impacting corporate revenues. 
Companies must adapt to the changing demand patterns.

Business Sales Cycles: Unemployment fluctuations influence business cycles. Corporations anticipate shifts in 
demand and adjust their production and inventory levels accordingly.

Financial Stress: High unemployment places financial stress on individuals, affecting their ability to make 
purchases. Corporations consider this when assessing market dynamics.

Companies can manage costs by using the unemployment rate as a reference. For example, during downturns, 
companies which sell non-essential products could see a decline in demand. Consumer budget tightening brought 
on by rising unemployment rates results in lower expenditures on luxuries.

Economists monitor the rate of unemployment with great care.

Predicting Economic Cycles: Unemployment rate trends provide insight into economic cycles. Economists 
analyze these patterns to understand labor market health and anticipate economic shifts.

Labor Health Assessment: Monitoring unemployment helps economists assess the overall health of the labor 
force. It also provides policy recommendations and economic research.

Governments and central banks, among other authorities, base their choices on the unemployment rate.

Interest rates and fiscal policies: When making decisions regarding interest rates and fiscal policies, policymakers 
consult the data on unemployment. For instance, expansionary policies may be used to promote economic growth 
during times of high unemployment.

In result, there is a lot of potential for the unemployment rate prediction model. Forecasting unemployment 
patterns accurately can assist firms in preparing for swings in sales, direct economic policy, and guide government 
budgeting. In a changing economic environment, adaptation and resilience can be guaranteed by efficiently 
handling these changes.

2.1 Method: Long Short-Term Memory

Yurtesever's (2023) long short-term memory is a kind of recurrent neural network, which is an artificial intelligence
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owing to infrastructure investment. 
 
The data were transformed to log-returns, as shown in Expression (1): 
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where  and  are the current and previous values, respectively. Only interest rates were 
transformed to first differences, as in Expression (2): 
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Then, ret-logs and first difference variables were transformed to a categorical variable to 
represent up and down movements, where 1 and 0 are related to bull and bear movements, 
respectively. 
 
Forecasting was performed by applying Logistic Regression, Support Vector Machine (SVM), 
a Neural Network, and KNN models. All estimations were performed using Orange Release 
version 3.36.2. To compare the accuracy of the predictive models, ROC Analysis was 
performed, and the Confusion Matrix was estimated. 
 
Analysis of Results 
 
Based on the logistic regression model, there is an intercept of 0.1992, which indicates a direct 
impact of ACT, HR WAGE, and INT. The RATE and CPI variables, with HR WAGE as the 
main variable with a coefficient of 0.9381, the second highest is INT. RATE with a coefficient 
value of 0.0740. Notably, HR WAGE can considerably affect the Unemployment Rate. In the 
indirect impact, the main factor is INFL. where -0.2311 is the coefficient of the variable. In this 
case, when inflation in the US economy increases, the unemployment rate decreases, and vice 
versa. 
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The test and score reflect that the model with the highest accuracy is the logistic model with 
67% accuracy. Other models were close to this value, with 63.3%, 64.9%, and 53.5% being the 
SVM, Neural Network and KNN models, respectively. 
 
Model AUC CA F1 Prec Recall MCC 
Logistic 
Regression 

0.670 0.719 0.700  0.719 0.276 

SVM 0.633 0.741 0.686 0.764 0.741 0.343 
Neural 
Network 

0.649 0.715 0.699 0.698 0.715 0.253 

KNN 0.535 0.646 0.609 0.600 0.646 0.071 
Authors’ calculations. 
 
The confusion matrix shows that 232 outputs (86.08%) were correctly predicted with the same 
real change, but 42 outputs (13.92%) were not correctly forecasted. ROC analysis showed that 
logistic regression was the first model to reach the trend line at an x value of 0.493.  
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that receives information continuously and then uses that information to improve its own answers. This type of 
technology was developed by Hochreiter and Schmidhube in 1997, and he created this method to address the 
problem of diminishing gradients in traditional neural networks. LSTM employs memory gates and three gates: 
input, output, and forget gates, which enable the technique to specifically maintain or discard information, permit-
ting it to effectively maintain long-term dependencies. The framework of the LSTM algorithm includes memory 
cells that store important data over time and are able to control the flow of information and keep it updated. The 
main advantage of LSTM is to manage carefully information to keep or discard to capture long-term dependencies 
and prevent information loss and also, making them highly effective for sequential data processing. 

2.2  Forecasting the United States Unemployment Rate (Using Recurrent Neural Networks with the application 
of  Google Trends Data)

The Kundu and Singhhania (2020) method was applied to improve the future forecast of the unemployment rate 
in the United States with the help of online search data. It is important to have a good prediction of this rate, 
particularly in the short term.  To tackle this problem and have a good prediction model, LSTM was the best option 
using the Google Trends query share for certain keywords. This method works with the correlation between many 
keywords and different aspects of the United States economy. To save information, they used data from January 
15, 2019. With that information adding another method was necessary, in this case was the VAR model combining 
the official unemployment claims series with the search trends for the keyword ‘job offers’ taken from Google 
Trends and an LSTM model with only the Google trends time series data for the complete set of identified 
keywords.  The LSTM model significantly improves all the capacities of the VAR method.

2.3 Time series analysis and forecasting of the unemployment 

According to Törnqvist (2021), it is important to understand that it is not necessary to find a predicted model that 
obtains the highest accuracy, because sometimes the model can give you a really good result, but if you analyze, 
you can see that the results are not reasonable. For example, in the case of Swedish data, an Arima (3,1,1) model 
may have been beaten by the Holt-Winters nonseasonal smoothing model, even though the Holt-Winters nonsea-
sonal smoothing model has a better percent accuracy, and the Arima model could predict this rate with  greater 
effectiveness. However, in the case of Italy, we see the opposite; the Holt-Winters nonseasonal smoothing model 
was the most effective in predicting the unemployment rate. Therefore, in conclusion, we need to understand the 
context and analyze the model to determine the best option. 

2.4 Lessons for Forecasting Unemployment in United States of America,  Application of Flow Rates, Mind the 
Trend

Meyer and Tasci (2015) examined the effectiveness of various approaches for forecasting the U.S. unemployment 
rate, highlighting two key lessons. First, leveraging unemployment flow rates, such as those in the FLOW-UC 
model, significantly improves near-term unemployment rate forecasts, particularly around business cycle turning 
points. Second, it is crucial to consider the long-term trend in the unemployment rate, especially during periods 
when it deviates from the natural rate. 

Forecasting models are capable of predicting the unemployment rate and more accurately reflect the dynamics of 
the labor market by incorporating data on flow rates and long-term patterns, especially during economic recovery. 
The findings of this study highlight the significance of these two variables in raising the precision of unemploy-
ment rate estimates and facilitating better economic judgment.
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real change, but 42 outputs (13.92%) were not correctly forecasted. ROC analysis showed that 
logistic regression was the first model to reach the trend line at an x value of 0.493.  
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2.5 U.S. unemployment rate prediction (Time-series model)

Using a variety of time-series modeling approaches, Zou's 2024 research aimed to forecast the unemployment rate 
in the United States (Zou, 2024). The study emphasized the importance of precisely predicting the unemployment 
rate to make well-informed decisions and implement effective policy measures. Frequently utilized techniques 
include the seasonal effects-incorporating ARIMA model, the linear and nonlinear pattern-capturing ETS model, 
and the nonlinear relationship-modeling Neural Network Autoregression (NNAR) model.   

To enhance forecasting effectiveness, hybrid models, such as ARIMA-GARCH, have also been utilized to 
combine the advantages of various methodologies. The study also highlights the impact of important economic 
indicators on the unemployment rate, highlighting the complexity of the factors influencing its prediction. These 
indicators include GDP, employment statistics, and consumer spending. This study highlights the value of sophis-
ticated time-series modeling methods and economic indicators in predicting the U.S. unemployment rate, provid-
ing valuable insights for decision-makers.

2.6 Forecasting the U.S. Unemployment Rate (Another Look)

The usefulness of using leading economic indicators and weekly unemployment claims data as inputs to forecast 
the U.S. unemployment rate was examined by Xiao et al. (2022). They discovered that both these data sources are 
statistically significant inputs in forecasting models, indicating that they contain important information for 
predicting changes in unemployment.   

Furthermore, the authors compared the performance of a seasonal ARIMA (SARIMA) model against a straightfor-
ward no-change benchmark, and discovered that the SARIMA model outperformed the benchmark across all 
forecasting horizons, indicating that more complex time-series models can result in more accurate forecasts of the 
unemployment rate. Furthermore, the study revealed that SARIMA and transfer function models were particularly 
effective during the 2008-2019 Global Financial Crisis period, outperforming a null, no-change forecast and 
suggesting their ability to capture the complexities of the labor market during economic downturns.

2.7 Forecasting US Unemployment Rate (Job Openings Index)

In order to predict the US unemployment rate, Huang (2015) concentrated on using the Bureau of Labor Statistics' 
Job Openings Index as a leading indicator (Huang, 2015). Huang used multivariate vector autoregressive models 
and integrated autoregressive moving average with external variables models, using the Job Openings Index and 
beginning unemployment insurance claims as external variables. The results show that the Job Openings Index 
can greatly improve US unemployment rate forecasting accuracy, beating models that rely on benchmark models 
or initial claims for unemployment insurance. 

Huang came to the conclusion that forecasting models can produce more accurate estimates of the US unemploy-
ment rate by using the Job Openings Index. The Job Openings Index is a useful leading indicator for predicting 
the US unemployment rate, as Huang's research showed. Huang demonstrated that it is feasible to increase the 
precision of estimates of the unemployment rate by integrating this index into forecasting models, offering impor-
tant information to economists and policymakers.

2.8 Forecasting Unemployment Rates in USA (Box-Jenkins Methodology)

The Box-Jenkins approach was used by Dritsakis and Klazoglou (2018) to predict unemployment rates in the United States.
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3 . Data and Methodology

The percentage of the labor force in a region that is jobless yet actively seeking for work is referred to as the 

From January 1955 to July 2017, they gathered monthly data on the unemployment rate, examined its stationarity, 
performed ACF and PACF studies to find a suitable ARIMA model, estimated the model's parameters, used residual 
analysis to confirm the model's adequacy, and ultimately used the model for forecasting. Notwithstanding obsta-
cles, including the intricacy of economic events and problems with data quality, the methodology offers a methodi-
cal way to comprehend and forecast unemployment rates in the United States.

Dritsakis and Klazoglou discovered that the Box-Jenkins technique performed well in predicting unemployment 
rates in the United States. The chosen ARIMA model yields trustworthy projections for future unemployment rates 
with accurately reflecting the dynamics of the unemployment rate time series. The accuracy of the projections was 
influenced by the methodological approach, thorough assessment of data features, and model suitability of the 
methodology, indicating the usefulness of the Box-Jenkins methodology in economic forecasting.

2.8 Predicting changes in the U.S. Unemployment Rate at Covid-19 (Time Series)

In order to produce a novel LSTM-GRU hybrid model, the authors of the paper Gao et al. (2023) combined LSTM 
and GRU architectures in a hybrid deep learning technique. The purpose of this model is to analyze monthly data 
on the unemployment rate from January 1983 to May 2022 to identify both short- and long-term patterns in the data. 
The hybrid model's LSTM component handled long-term dependencies well, while the GRU component was used 
to identify short-term patterns in the data. Researchers have aimed to improve the overall prediction accuracy by 
combining the capabilities of both the models through the integration of these two architectures.

We used several important performance measures, such as the Root Mean Squared Error (RMSE), Mean Absolute 
Percentage Error (MAPE), and Mean Absolute Error (MAE), to assess the forecasting accuracy of the LSTM-GRU 
hybrid model. They evaluated the hybrid model's overall and COVID-19 pandemic-specific performance against 
those of the standalone LSTM and GRU models. The goal of the evaluation was to determine whether the hybrid 
technique might perform better than the individual GRU and LSTM models, particularly when it came to detecting 
the complex and nonlinear patterns found in data on unemployment rates, particularly during the pandemic.

2.9 Short-term forecasting of the US unemployment rate

Maas used MIDAS regression models in the Benedikt Mass 2019 study in order to predict the US unemployment 
rate (Mass, 2019). In addition to standard variables like weekly initial jobless claims, he employed a novel predic-
tor, a weekly Google search index for "unemployment". The goal of this strategy is to improve the forecast timeli-
ness and accuracy. Diffusion index variations, which fused the Google search index with other indicators, such as 
monthly latent components indicating the status of the economy, were also employed by Maas. 

Maas's research was practical in that it was intended for real-time forecasting. He compared short- and long-term 
forecasts to evaluate the forecast performance over various time frames. By integrating diverse data sources and 
innovative methods, Maas's research offers a comprehensive framework for short-term forecasting of the US unem-
ployment rate with potential implications for economic policymaking and market analysis.

The first step was to select variables that could explain the movement of the unemployment rate, considering that 
all variables should be within the same time interval and periodicity to build up the database. Thus, this study 
considers 13 variables from January 2001 to October 2023 monthly frequency. The following are the variables 
included in the database downloaded from FRED economic data:

 

��

Creative Commons Non Commercial CC BY-NC: This article is distributed under the terms of the Creative Commons Attribution NonCommercial 4.0 License which permits nonCommercial 
use, reproduction and distribution of the work without further permission subject to full attribution to the original publication and authors. The full terms of this licence may be seen at 
http://creativecommons.org/licences/by/4.0/legalcode  



4 . Analysis of Results

1.Urate: Unemployment rate published in the FRED economic data.
2.GDP: Measure the production of goods and services in the country.
3.S&P500: Market capitalization weighted index of the 500 leading publicly traded companies in the U.S.
4.Inflation: Indicator of price increases in the USA States
5.ACT: Level of labor activity that represents income spent on discretionary purchases and the current level of 
activity in labor markets.
6.HR WAGE: Unweighted Median Hourly Wage Growth.
7.Interest rate: Federal funds’ effective rate.
8.USD/MXN: Value of the US currency against Mexican currency.
9.CPI: Consumer Price Index, considering basic food basket prices.
10.RUSSELL 2000: Contemplates 2000 small and medium-sized companies listed in the RUSSELL 3000 index.
11.HOUSING: Purchase-Only House Price Index for the U.S.
12.INDS PROD: Or Industrial Production as an indicator of the growth of the US economy owing to infrastructure 
investment.

The data were transformed to log-returns, as shown in Expression (1):

where  and  are the current and previous values, respectively. Only interest rates were transformed to first differenc-
es, as in Expression (2):

Then, ret-logs and first difference variables were transformed to a categorical variable to represent up and down 
movements, where 1 and 0 are related to bull and bear movements, respectively.

Forecasting was performed by applying Logistic Regression, Support Vector Machine (SVM), a Neural Network, 
and KNN models. All estimations were performed using Orange Release version 3.36.2. To compare the accuracy 
of the predictive models, ROC Analysis was performed, and the Confusion Matrix was estimated.

Based on the logistic regression model, there is an intercept of 0.1992, which indicates a direct impact of ACT, HR 
WAGE, and INT. The RATE and CPI variables, with HR WAGE as the main variable with a coefficient of 0.9381, 
the second highest is INT. RATE with a coefficient value of 0.0740. Notably, HR WAGE can considerably affect 
the Unemployment Rate. In the indirect impact, the main factor is INFL. where -0.2311 is the coefficient of the 
variable. In this case, when inflation in the US economy increases, the unemployment rate decreases, and vice versa.
The test and score reflect that the model with the highest accuracy is the logistic model with 67% accuracy. Other 
models were close to this value, with 63.3%, 64.9%, and 53.5% being the SVM, Neural Network and KNN models, 
respectively.
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Model AUC CA F1 Prec Recall MCC 
Logistic 
Regression 

0.670 0.719 0.700  0.719 0.276 

SVM 0.633 0.741 0.686 0.764 0.741 0.343 
Neural 
Network 

0.649 0.715 0.699 0.698 0.715 0.253 

KNN 0.535 0.646 0.609 0.600 0.646 0.071 
Authors’ calculations. 
 
The confusion matrix shows that 232 outputs (86.08%) were correctly predicted with the same 
real change, but 42 outputs (13.92%) were not correctly forecasted. ROC analysis showed that 
logistic regression was the first model to reach the trend line at an x value of 0.493.  
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that receives information continuously and then uses that information to improve its own answers. This type of 
technology was developed by Hochreiter and Schmidhube in 1997, and he created this method to address the 
problem of diminishing gradients in traditional neural networks. LSTM employs memory gates and three gates: 
input, output, and forget gates, which enable the technique to specifically maintain or discard information, permit-
ting it to effectively maintain long-term dependencies. The framework of the LSTM algorithm includes memory 
cells that store important data over time and are able to control the flow of information and keep it updated. The 
main advantage of LSTM is to manage carefully information to keep or discard to capture long-term dependencies 
and prevent information loss and also, making them highly effective for sequential data processing. 

2.2  Forecasting the United States Unemployment Rate (Using Recurrent Neural Networks with the application 
of  Google Trends Data)

The Kundu and Singhhania (2020) method was applied to improve the future forecast of the unemployment rate 
in the United States with the help of online search data. It is important to have a good prediction of this rate, 
particularly in the short term.  To tackle this problem and have a good prediction model, LSTM was the best option 
using the Google Trends query share for certain keywords. This method works with the correlation between many 
keywords and different aspects of the United States economy. To save information, they used data from January 
15, 2019. With that information adding another method was necessary, in this case was the VAR model combining 
the official unemployment claims series with the search trends for the keyword ‘job offers’ taken from Google 
Trends and an LSTM model with only the Google trends time series data for the complete set of identified 
keywords.  The LSTM model significantly improves all the capacities of the VAR method.

2.3 Time series analysis and forecasting of the unemployment 

According to Törnqvist (2021), it is important to understand that it is not necessary to find a predicted model that 
obtains the highest accuracy, because sometimes the model can give you a really good result, but if you analyze, 
you can see that the results are not reasonable. For example, in the case of Swedish data, an Arima (3,1,1) model 
may have been beaten by the Holt-Winters nonseasonal smoothing model, even though the Holt-Winters nonsea-
sonal smoothing model has a better percent accuracy, and the Arima model could predict this rate with  greater 
effectiveness. However, in the case of Italy, we see the opposite; the Holt-Winters nonseasonal smoothing model 
was the most effective in predicting the unemployment rate. Therefore, in conclusion, we need to understand the 
context and analyze the model to determine the best option. 

2.4 Lessons for Forecasting Unemployment in United States of America,  Application of Flow Rates, Mind the 
Trend

Meyer and Tasci (2015) examined the effectiveness of various approaches for forecasting the U.S. unemployment 
rate, highlighting two key lessons. First, leveraging unemployment flow rates, such as those in the FLOW-UC 
model, significantly improves near-term unemployment rate forecasts, particularly around business cycle turning 
points. Second, it is crucial to consider the long-term trend in the unemployment rate, especially during periods 
when it deviates from the natural rate. 

Forecasting models are capable of predicting the unemployment rate and more accurately reflect the dynamics of 
the labor market by incorporating data on flow rates and long-term patterns, especially during economic recovery. 
The findings of this study highlight the significance of these two variables in raising the precision of unemploy-
ment rate estimates and facilitating better economic judgment.

Authors’ calculations. 
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5 . Conclusion
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